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ABSTRACT

Purpose: To determine if Binocular Inhibitioand Binocular Summatioaremeasurable using
MEG, and explorgheir originsin the brain.

Methods: Binocular Inhibition was induced in 8 normal, healthy subjects using a ndatrsity
filter in front of oneeye. Visual evoked fielMagnetoencephalographgcordings were
compared to visual evoked potentid¢&roencephalographmgcordings. Dynamic statistical
parametric maps were generated to map brain activity under difféegnbg conditions.

Results: Binocularinhibition was measured at the occipital pol&oth EEG and MEG using
pattern reversal checkerboard stimuli for early components, MEG is less sensitive to late
components. Flash stimuli did not induce binocuiarhition in either EEG or MEG sensors.
The distribution of activity betwedninocularinhibition andbinocularsummation suggests that
these are independent processgegurce estimatiotechniquegproduced limited interpretation
for contributions of brim areas for inhibitory mechanisms but are able to capture generalized
distributions in visual coites
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CHAPTER 1: INTRODUCTION

1.1Background

Havingtwo eyes carries with it numerous advantagéen we are able to combine images
from both eyes to create binocular single visi@ur ability to combine images from both eyes
to create binocular single vision allows us to perceive objects in (ffgiinman Steinman, &
Garzia, 200D Otheradvantages includauperiorperformance on tasks suchrasolvable acuity
andcontrast detectiowith two eyes as compared to one.eyéis increase in binocular
performance is referred to as binocular summation (BSjsateffined as an increase in visual
performance when using two eytegetheras compared tour monocular visual performance.
However, under some conditions the use of two eyes can actually be detrimental to performance.
This commonly occurs in ophthattogical pathologies that are characterized by a difference in
the visual acuity of the two eyes such as: optic neuritis, amblyopia, and cataracts,(Donzis
Rappazzo, & Burdel983 Macmillan, Grey, & Heron2007). These conditions lead to a
decrease in bocular vision when compared to the monocular performance and often people
subject to these pathologies will resort to closing, or occluding one eye and report an improved
visual experience. This decrease in binocular visual performance compared to larorisaal
performance is called binocular inhibition (Bl) and it has been previously studied by comparing
the amplitudes of visual evoked potentials (VEP), a diagnostic form of electroencephalography
(EEG) brain monitoringAdachi & Chiba, 1979 Katsumj Tanino, & Hirose 1985 Pardhan &
Gilchrist 1990, Di SummaPolo, & Tinazz,1997 Smith 2013). In normal healthy eyasth
normal binocularitythe binocular VEP amplitude is approximately 1.4x larger than the

monocular VEP amplitude. A decrease indamlar performance on VEP can be induced in



normal eyes with the placement afieutraldensity filter in front of one eye. This effect can be
modified by a number of means. Neutlahsity filters of increasing strength will increase the
amount of inhibition until returning to monocular levels &au-shaped response curve (Katsumi

et al. 1985Pardhan & Gilchrist 199 mith, 2013).

While this phenomenon has been extensively studied using VEP, the brain areas that give
rise to this activity are not sudfently localized using the conventional diagnostic setup for
VEPs. Magnetoencephalography (MEG) is a-mosasive functional brain imaging technique
that captures the magnetic fields evoked from the same brain activity that produces the VEP.
MEG is frequently used to explore the exact timing of neural processes and multiple data
processing suites are available for signal processing and source localization efforts (Baillett,
2001 Gramfot, Luessi, & Larson2014). It is of particular interest to detemaihow EEG and
MEG record BS & Bl differently and if the combination of these two techniques can provide any

insight into where and how the brain generates these two types of phenomen

1.2 PurposeOf The Study

The purpose of this study was to take thedl\@stablished parameters used to invoke BI
in previous research and measure this phenomenon using MEG. There is little literature
investigating BI/BS with MEG, such studies could produce results that may reveal the processing
mechanisms in the brain thereate these changes in activity which could lead to further clinical

implications.



1.3Hypothesis & Research Questions

Driving HypothesisBinocular inhibition is the result of temporal interference occurring between

areas of the visual cortex.

Resarch question 1Will binocular summation and inhibition be captured by MEG signal
analysissimilady to the traditional EEG measurements (i.e., significantly increased/decreased
activity during binocular symmetric/asymmetric input, as compared to momacplda inone

eye) ?

Research question £an the EEG and MEG mukiensors approach be used to quantify
regional cortical activation, to determine if the magnitude of binocular summation and inhibition

differs between cortical areas ?

Research questiddi Is the strength of the binocular summation and inhibition dep#od the

nature of the stimulus (pattern vs diffuse) ?



CHAPTER 2: LITERATURE REVIEW

2.1 The PhysiologyOf The Visual System

Our visual system is a fascinating sespécialized tissues dedicated to the transduction
of light into neural signals. In order for this to occur every structure & physiological process
must be intact and properly transmitting their inputs for further downstream processing. At the
onset, ligh reflected off of a target first strikes the cornea, which is the principal refracting
element of the eye consisting of five transparent avascular layers made up of dense connective
tissue and nokeratinized epithelium. The eye provides approximateli@pters of refractive
power, 43 of these diopters are provided by the cornea despite being only 0.53 mm in thickness
on average. Once light passes through the cornea it may be refracted further by the aqueous
humor of the anterior chamber before strikthe crystalline lens, an avascular, transparent,
elliptic structure. The crystalline lens provides the remaining bulk of the refractive power of the
eye at approximately 20 diopters. The lens is suspended by zonular fibers originating from the
ciliary body, and upon retinal blur the ciliary muscle contracts leading to a decrease in the
diameter of the ciliary ring. This leads to a loosening of the zonule fibers tension on the lens
allowing it to conform to a more spherical shape. This is known asnacodation. Once an
image has been refracted by the crystalline lens, its light rays then pass through the vitreous
chamber beforateracting with the retinat the back of the eye (Remington, 2011).

The retina is a thin transparent membrane that housssrneceptors, bipolar cells, and
ganglion cells. Photoreceptors can be separated into two subtypes based on of their structure and
physiology 1.)the low spatially resolvingexquisitelylight sensitive rods2.) the high spatially

resolving, higher tleshold light sensitive cones. When light is captured by the photopigment



inside the outer segment of the photoreceptors it causes a graded hyperpolarization in membrane
potential transmitted to postsynaptic bipolar cells via a reduction in the release of
neurotransmitter. This begins when light strikes the photopigment in the receptor disks opsin
(rhodopsin in rods). This induces a change in the chromopheris-idtinal to alttransretinal
which leads to an interaction with the G protein transdu€mnansducin dissociates into several
subunits,The alphasubunit binds to phosphodiesterase, freeing a catalytic site and allowing the
transformatorof ¢ GMP t o 56 GMP i n. an5@G@MNMP oifs sngmnead s ara
cation channels embeddedwn the plasma membrane will close reducing the amount of net
Na+ outflow resulting in a more positive membrane potential. Potentials are inverted (or not
depending on the nature of the glutamate receptors on the bipolar cells, resulting in two streams
for bipolar cell responses, giving rise to ON and OFF subsystetms junction with bipolar
cells modulated by glutamate before making connections with ganglion cells. Bipolar cells are
an important level of signal processing as they make direct coonggtith photoreceptors but
also are connected to nearby photoreceptors via horizontal and amacrine cells. This networking
allows bipolar cells to have a central and peripheral activation fieldstadhéer characterized by
an Off center, On surroundy(merpolarizing signal is conserved from the direct connection to
photoreceptors) or vice versa. Graded membrane potential activity elicited from the bipolar cells
is then carried by the retinal ganglion cells in the form of action potentials. Gandliarares
converge into a bundle and exit the retina via the optic nerve (Réwgsstine, & Fitzpatrick,
1997).

The optic nerves pass through the optic canal until they reach the circle of Willis where
fibers decussate at the optic chiasm. The fibgnesenting the nasal portion of retina that

serves the temporal portion of the visual field cross over to the opposite hemisphere resulting in



total separation of the left and right visual fields in their opposing brain hemispheres. Axons
originating fromthe retinal ganglion cells in the optic tract terminate in the lateral geniculate
nucleus (LGN), the major visual relagnter where inputs are divided by cell type. The LGN is
a 6 layered structure, the more ventral layers 1 & 2 contain only magnacebls, layers

3,4,5, & 6 contain only parvocellular cells, witbrkocellular inteflayers between each of these
division (6 in total). Each of these cell types have distinct spatial, temporal, luminance, and
chromatic preferences and these divisibave been speculated to allow for parallel processing
in the brain (Denison, Vu, Yacoub, Feinberg, & Silva, 2014). The LGN is also the target of
reciprocal innervation from downstream areas, allowing it to regulate flow of information. The
final destinaibn of the optic radiations departing the LGN is the primary visual cortex (V1) or

Brodmandés area 17.

Caontral darker
cirche represants

Crverlappeng ! maculas Fona

visasal fialds
Lightast shades
represant

manooular fields

Each quadrant
o different color

Progaction on

laly rating Projecton on

right retina
b
i ;.'

Projection on right
dorsal lateral
geniculate nuclous

Propaction on e
dorsal lateral
geneculale nucheues

Propaction = Projection
o et on right
sbrinto corbes sirimbe cories

Figure 1:The visual pathway. Axons carrying information from the right visual field travel to
the left visual cortex, while axons carrying informatioom the left visual field travel to the
right visual corteXAdapted fromRemington 2011).



V1 is made up of 6 layers, LGN axons terminate in layer IVc where spiny stellate
neurons convey carried infoationto pyramidal neurons which make contath extrastriate
areas involved in downstream processing. Itis at V1 that cells combine inputs from either eye to
create binocular cells that respond to either eye and preferetdiatiynuli that was received by
both eyes. Neurons at the visual coidex discreely organized into columns with similar
receptive field properties (edge orientation, motion direction, color) and also exhibit retinotopy,
where regions in visual space correspond to a map like representation of the visual field in the
cortex Purves et al. 1997). Specialized binocular cells have receptive fields from the left and
right eyeghatare slightly offset such that these cells are activated by retinal disparity. Cells that
respond to disparity are either maximally affected to pehagts away from fixation (far tuned),
near fixation (near tuned) or at the plane of fixation (zero tuned) (Tsao, Conway & Livingstone
2003). Outputs from V1 to the associative visual cortices V2 & V3 continue to be segregated by
cell type and stimulus pperties. Paracellular cells in layer IVca travel through layer IVb of V1
before continuing on to V3 and V5, in what is called the Dorsal stream or the Occipitoparietal
pathway. The dorsal stream is characterized by a sensitivity to the entire visuahfie
processes movement detection. Magnocellular cellsr8okellular cells in layerMcb travel
through layerVa blobs to V2 then V4 in a different path known as the ventral stream or
Occipitotempor al Awhat 0 pat hesmonding to cértain slassesa t h wa

of shapes and are independent of locafiRurves, 1997)



2.2 Binocularity

Having two eyes allows for a number of advantages. For these advantages to bge present
critical components ahe visual systerthat provide bincularitymust be intact. This includes
not only the brain, visual pathways and resulting sensory and motor reflexes but also the
anatomy of the eye and its adnexa. The eyes must be properly aligned with functioning extra
ocular muscles, ligaments anchoective tissues to allow for motor fusion of images. Any
exceptions to this can cause an abnormal binocular interaction that can lead to a change in
experience.For examplethe reduction in strength of one extraocular muscle in one eye may
resultinthe f oveads of t he t .wlhiscengigoacartcausedvsuale mi sal i g
confusion(superimposition of two dissimilar object®)double vision (diplopia). Binocular
single vision (BSV) depends on an element known as retinal correspondence. Retinal
correspondenceequires the retinal images related to an object in dpdaento corresponding
areas of the retina of either eye such that the localization of these visual sensations is in one
visual direction. These corresponding retinal points hdiseed position that is relative to the
principal visual direction and it is the unification of these images that gives rise to a single
perceptible visual image. This process is knowseasory fusiofVon Noorden& Campos
1985 Barlow, Blakemore & Petjrew, 1967). BSV lends us additional information in the form
of stereopsis. Stereopsis is a high grade of BSV, which can be defined as our visud system
ability to order images in our visual field in terms of depth (Von Noorden & Campos, 1985). To
understand stereopsis, we must first address the horopter; a geometric distribution of
corresponding retinal elements where binocular single vision occurs. All objects lying on the
empiricalhoropter stimulate corresponding retinal elements and are thusiagl/. Any

objects falling outside the horopter stimulate disparate retinal elementseameticallyproduce



diplopia. However, his is a conditional rulas a theoretical area around the horopter exists in
which retinal images that lie outside theropter can still be fuse® (a n u fostsalared. In
thehorizontal planestereopsis is producethen objects exist within this space despite retinal

disparities of up to 3 degrees (Von Noorden & Camfé85)

Fixation Point

Panum'’s

fusional area

Vieth-Mitiller circle or

theoretical horopter

h[

Figure 2: The Horopter. When fixatmstraight ahead, pointgifon the horopter stimulate
corresponding retinal elements and are seen singly. Pgigatgst within Panums fusional area
and slight disparities cause them to be seen with depth. Poamd g stimulate disparate
retind elements outside of Panums fusional area and are seen as double(Adagésd from
Cutolo & Ferrari,2018).

Despite many monocular cues for depth, true stereopsis is impossible wigparate retinal
elemens. The monocular contour and form in@lbne does not provide enough information for

the brain to compose depth information even at a foundational level as demonstrated by random



dot stereograms which suggest that form perception must occur following stereopsis (Von
Noorden & Campos, 1985).

Apart from the sensory characteristics that are gained from having two eyes, it also serves
numerous other functions. One obvious advantage of having a second eye is that it serves as a
backup in the case one is damaged or lost to disease. It alsdesravarger visual field of
view. A single eye only provides 160° of visual field, but with the addition of a second eye
under conditions of BS\Mhe total visual field amounts to 200 ©, 120 ° of which are overlapping
and the remaining 80 ° is split betan the two on each temporal side (Von Noorden & Campos,
1985. Perhaps most importantly having a second eye seems to facilitate visual function in the
form of binocularsummation (BS). Pattern detection and luminance sensitsAtignificantly
higherin binocular viewing conditions attributed to the béaifacilitated ability to detect a
visual signal in a noisy environment (Simpson, Manahilov, & Shahani 2009).

The degree of binocularity is directly linked to the state of the visual sygiemblyopia
is defined as a decrease of visual acuity in one or both eyes as a result of pattern form
deprivation during visual immaturity, for which no cause can be detected during physical
examination of the eye(s) and which in appropriate cases is revergiblerapeutic measures
(Von Noorden& Campos 1985) . Ambl yopia affects ,up to
Knill, & Bavelier, 2014), and can come about due to a variety of different reasons. These
reasons include: strabismic amblyopia (ocular ngsatent), anisometropic amblyopia
(uncorrected difference in refractive error between the two eyes), meridional amblyopia (due to
uncorrected astigmatic refractive erraydametropic amblyopia (due to general uncorrected
refractive error). Organic amjapia refers to vision loss as a result of ocular pathology, though

it is named amblyopidhere is a physical cause present. This decrease in vision during visual

10



immaturity, regardless of the meanesults in a reduction in binocular function, mosttrently
measured via stereopsis (Levi et al. 2014). Generally speaking, worse visual@acuity
increasing differences between eyesrelates with worse stereoacuity. This decrease in
stereoacuity can be replicated in normal subjects simply by degradion(i.e., blurring) with
neutral density filters or reducing contrast. This effect is achieved more effectively by blurring
the vision of one eye rather than both.

Amblyopia is not the only case where binocular processing is interrupted. @slesraf
asymmetric ocular inputs such as the presence of a significant cataract that causes image
distortion can lead to issues with BSV. Similarly damage to the optic nerve or fovea disrupt the
integration of binocular inputs. Perhaps most interestiagdycases of optic neuritis (ON) an
inflammatory condition of the optic nerve that occurs in patients suffering from multiple
sclerosis. The condition is characterized by the inflammation and subsequent destruction of the
myelin sheath that insulates thptic nerve resulting in a transient decrease in vision in the
affected eye (Osing&/an Oosten, & de VrieKnoppert,2017). This producean interocular
difference in signal latency that produces an altered sense of depth. This effect is known as the
Pulfrich Effect (PE). Traditionally it is testedby swinging a pendulum in the frontal plaime
front of thesubject. Patients experiencing this effect as a result of optic neuritis experience the
swinging pendulum to be moving elliptically. The redutadncy of the effected eye produces
a spatial disparity which stimulates the disparity sensitive neurons to create the sensation that the

pendulum is moving in depth (Heng & Dutton, 2011).
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2.3 Early ModelsOf Binocular Interaction
It haslongbeen established thahder conditions of normal binocularityaving two
eyes causes an increase in the ability to detect inputs. This ability to detect inputs is best
described by probability theory put forth by Pirerfh®43) whonoted thathe detection
threshold for vision was lower under binocular conditions compared to monocular conditions.
He put forth the following expression to quantify this finding following an experiment wherein
he recorded the number of times stimuli of differem¢msities were detected monocularly vs.
binocularly:
Phinocula= Pright +Pleft -(Pright XPeett)= 0.6+0.6(0.6x0.6)= 0.84

What he found is thdbr a set of stimulus conditionsach eye produced a 0.6 probability
of detecting the stimulus. With the atidin of a second eye the chances of detecting a stimulus
climbed to 0.84. Thydeing binocular allows us a 1.4x increase in probability of detecting a
stimulus (Blake & Fox, 1973). Now there are several potential results of binocular processing.
The irteraction can yield a summation effect (in which the resulting input is larger than the
independent value of the monocular input), or inhibitory (in which the resulting input is
processed to be smaller than that of the monocular input). Summation deitée ithto
complete (where the resulting output is the sum of both inputs) or partial (where the output is
greater than the monocular input but less than the total sum of both monocular inputs). Finally
there can be no summation where the output is equhaé monocular input (Blake & Fox,
1973). To refer momentarily back to Pirenne for a quick example, if his experiment were to
indicate that complete summation occurred then bothstyaslated at the same timmeuld
behave as a single unit and the saesult would be achieved by exposing both eyes to a certain

brightness or exposing one eye to double that brightness (Pirenne, 1943). Sifnsacly
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information underwent no summation then the lowest possible stimulus that could be detected
with both eyes, would also be the least detectable with one eye. This was translated into a theory
of neural summation as the presentation of identical stimuli slightly offset to one another at the
same visual angle and typically produces a summation neural sigha visual cortex that is

larger than if either eye agstimulated independently (Apkarian, Nakayama & Tyler, 1981).

This is further supported by the fact that low luminance stimuli that are below the monocular
threshold are able to be seen undeotimar conditions, and that the overall superiority of

detecting a stimulus binocularly is greater than what can solely be attributed to probability

(Blake & Fox, 1973).

24F e c h ner 6 sAndRCéinical M anx¥estation Of Binocular Processing

One of tle earliest descriptions of cortical brightness processingpveasdedby Fechner
(1860) whodescribed a psychophysical paradox in which a stimulus brightness is perceived as
theaverage of two inputs. This can be induced with the use of a neutral détesiplaced in

front of one eye when viewing a bright stimulus binocularly as seen in RBgure

Aciual Percept

oX XN

Lef Eye Right Eye Binooular
View View Parcept

Figure3:Fechner 6s paradox, (A) light viewed with
perception. (B) RE viewing light through a ND filter reducing thetingss perceived

proportional to the ND strength. (C) Under binocular conditions with the ND in front of the RE

the perceived brightness is less than if viewed with the LE alone (Adapted from Steinman et al.
2000).
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It is referred to as a paradox as thasing ofthe eyewith the filter in front of itunder

these conditions reduces the luminance while the closing of the other increases luminance.
Despite the increased total retinal stimulation present the perceived brightness is deaeased
to the bénding of perceptions under conditions of BSV

From a clinical perspective, having asymmetric visual inputs can lead to a decrease in
performance on standardized binocularity tests (Donzis et al, 1983). Pathologies such as
amblyopia, cataractndoptic nerve disease can cause a large enough disparity between the eyes
to disrupt binocular processing on clinical examinatian such changes do not always conform
to convention. For exampla unilateral cataract will cause a decrease in BSV, but theed
light to the retina of the affected eye will not cause a relative afferent pupillary defect despite a
significant decrease in light reaching the eye (Sadun, 1990). These patients also do not report any
differences in perceived luminance, indicatihgtthe brain is capable of compensating for
differences in retinal illumination (Macmillan et al. 200Despite tls, cases of interocular
input differences as a result of cataract have demonstrated that inhibitory processes under
binocular conditions acur at higher spatial frequencies than 2 cycles/degree. In somg cases
these patients are aware of the decreased binocular performance and may prefer to close or patch
the affected eye (Pardhan & Gilchrist 1991). Monocular contrast sensitivities ipogreblheae
been shown to depend on the cause of amblyopia (Bradley & FreemanH£381& Howell,
1977 Hess, Campbell & Zimmerman, 1980), interocular ratios estimated as a function of
contrast sensitivity at changing spatial frequencies demonstratexhtbametropes experience
lower sensitivities at higher spatial frequencies and strabismic amblyopesetaved

sensitivities at both low and high spatial frequenciBsis produces &rger binocular ratidor
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anisometropic amblyopes at lower spatiabjuencies, while strabismic amblyopes have a more

generalized depression of summation across the spectrum (Pardhan & Gilchrist, 1992).

2.5 Electroencephalography (EEG)

The use of electrophysiology to observe the electrical activity of human tissues and
structures dates back to as early as Galvani o
a frogs legs when a wire with current was applied to the muscle tissue (reported in: Olmsted,

1955). Since then electrophysiological techniques have bez@ta@dard clinical practice for

many modalities from brain function, to heart health. While the majority of the techniques may
have been established many decades ago, use of electrophysiology to view the evoked language
of the brain in instruments such BEG (electroencephalography) are still making important
progress today. Following the surge of galvanism, many scientists looked to discover just how
the brain responded to different stimuli, in hopes to aid in classification of the anatomy of the
brainin functional terms. Caton was the first to describe the changes evoked by visual
stimulation in 187&nd by 1940 a standard EEG neurological testing routine had been developed
by a scientist by the name of Hans Berger (reported in: Millett, 2001)ic&linsignificant
findings related to Bergerds research efforts
Matthews 1934) and by 1970 Halliday published the first use of pattern reversal visual evoked
potentials to diagnose optic neuritis (kthy, 1973).

Visual evoked potential can be best described as electrical potential differences recorded
between electroddsom the scalpelative to a ground electrod@lowing visual stimuli
(CelesiaBodisWollner, & Chatrian]1993). The produced waformis believed to be derived

from corticalpyramidal cells firing in synchrony. This synchronous activation of neurons
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creates a fluctuating electrical field known as an electrical current dipole, which describes a pair
of electrical charges of equalagnitude but opposite sign. The mechanism behind this is the
extracellular currents evoked during a post synaptic potential (PSP). As an action potential
reaches the apical dendrite of a neuron it propagates down the neuron causing it to become
electrongative with respect to the soma and basal dendrites. The cell acts as a volume
conductor and current flows from the electronegative apical dendrite through to the
electropositive basal dendrites as illustrateBigure 4 (Gloor, 1985)

The current deriy drops off as the distance from the source of the PSP increases as
demonstrated by the isopotential line$-igure4. The electromotive force for the continuation
of the current is the difference in membrane potential between the excited andstesting
potentials of the cell. These currents are collectively known as extracellular currents and are the
currents responsible for the generation of the electrical dipole, in which a flat zero isopotential
line is present at the midway point between tbsitpve and negative poles of the cell surrounded
by curved ellipsoid isopotential line©nemay note irFigure4 that the electrical gradient at the
point nearest the zero isopotential is much smaller asdpetential lines are very crowded here
in comparison to either poles demonstrating the large effect distance has on potential differences

(Gloor, 1985).
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Figure 4:Dipolar electrical field evoked from an excited pyramidal neuron. Depolarization of
the apical dendrite causes this segment to beadattronegative with respect to the soma which
in turn become electropositive. Solid lines depict extracellular current flow, dashed lines depict
the potential distribution on the form of isopotential surfaces which represent the same potential
at any pint along their course. A & B have a significant potential difference compared to C &
D despite their distance from the source (Adapted from Gloor, 1985).

The end result in EEG analysis is that the current dipole model is used as an equivalent
source 6r a unidirectional primary current extending over a small area of cortex of usually a few

cn? (Hamalainen1993).

2.5.1 Volume Conductor Theory
Solid angle concept of volume conductor theory measures potemtiany point in a
volume conductor to bequal to the solid angle subtended by the dipole at its position of

measure. It is expressed by the following fornagaseen in Gloor, 1985

5 Q
w
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The expression described above refers to potdntia¢ing equal t@, the potential
across the dipole layer of the neusaremultiplied bym, the solid angle subtended by said
dipole. A good analogy for solid angle concispthat of visual angles. Objects in our
environment that are closer and larger subtend a larger visual angle than those that are smaller
and further from us, but for the purpose of this analogy it is important to consider the point at
which the objects seen. Some objects are easily identifiable when seen straight on but more
difficult to discern when viewed from the rear or below. Similarly a potential captured by an
electrode is modified by such, as the potential seen depends on what side datieedipole is
facing the measuring electrode. A neuron undergoing a change from resting potential to excited
will possess portions of the cell membrane that are undergoing membrane potential change and
those that are not. If we assume that this chamgetential is sudden then in a simple scenario
in which the neuron is located in a plane parallel to the electrode, the solid angle captures three
possibilities 1.) apotential in where the membrane is not yet activated and still aRrest
potentialwhere the membrareasalready undergone depolarizatiéh) a potential where
depolarization is occurring. Now the first two potentials effectively cancel one another out,
however the remaining site undergoing depolarization is flanked by membrarsetibidt
negative and positive in a sense. It is this angle that is proportional to the Potéhtiapatred
by our electrode. When taking these concepts at a more macroscopic level it is easier to see how
potential is measured for different areashef head. Cortical pyramidal neurons are closely
assembled in parallel fashion in the brain and positioned at right angles to the cortical surface.
Cortical pyramidal cells also fire in synchrony creating a volley of identical dipolar electric

fields. The resulting macroscopic patch of synchronized pyramidal neurons need only to reach a
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solid angle size estimating approximately & ¢mbe measured at the scalp with an electrode

(Gloor, 1985).

2.5.2 Effect©Of Cortical OrganizationrOn EEG

The intricateorganization of the brains cortical surface involves much folding of brain
tissue resulting in an increase in the total surface area. The grey matter of the cortex is roughly
2-4mm in thickness and the convolutions allow for almost 250tterit into the skull without
complication Hamalainen1993). As a result of this the pyramidal cells within the sulci and
gyri produce dipoles that are positioned in a multitude of ways. As briefly mentioned
previously the simplest encounter of a dipole generaavhen pyramidal neurons are oriented
parallel to the scalp. The tajpwn orientation of the dipole as seerFigure4 is a good
indication that determines that the highest potential would be near the midpoint of the patch of
cells of interest. Howevelue to the folding of the cortex, this type of distribution is very sparse.
The more common scenario is that the patch of activated cells is arranged in a curved sulcus or
gyri. The result of this is that the angle seen by the electrode may captpaeathe oriented
cortex electrical structure well, but the tangential areas of cortex that make up the sulcus wall
only expose the most superficial charges resulting in a net charge that is primarily driven by the
parallel tissue. Howevgiftheelecttrale i s sl i ghtly offset to all ow
the deeper sections of the sulthis allows for themore positive side of the dipole layer to be
seen resulting in a more positive net charge. If the electrode is positioned such that ialolely is
to capture the active area of cortex within the sulcus then the position has a much larger effect on

the potential recorded. This is because depending on what side the electrode is positioned it will
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either capture solely the positive or negativa®mentioned previouslga combination of the

two (Gloor, 1985)

Figure 5: Potential distribution captured by electrodes at different positions. Electrodes
positioned at P1 and P2 see only the negative side of the dipole layer corresponding to the pial
surface cortex of the sulcus wall. Where electrodes at P4 and P5 see onkjtiie gide of the
dipole layercorresponding to the white matter surface of the sulcal cortex. Electrode at P3
record no potential as it looks at the dipole such thgbdiséive and negative components cancel
each other out (Adapted from Glod©85).

Figure5 demonstrates this very clearly. To combine this into a clinical exampgine
the case of a whole head EEG recording as seféqume 6. In this casgthedipolar regions of

the activity take place in the front and back of the left hemisphere with the phase reversal in the

center of the head.
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Figure 6: Sample Recordings from a scalp EEG on a 2 dimensional topographical representation
of the head. Dipolapotential distribution depicts the largest positive response emanating from
F3 in the left frontal hemisphere, and maximum negative activity in the left parietal hemisphere
(Adapted from Gloor 1985).

The waveform at the bottom denotes the change impakas the electrodes cross the

midline demonstrating that the activity must be originating from a horizontal dipole and thus the

wall of a sulcus (Gloor, 1985).

2.6 Visual Evoked Potentials(VEP)

EEG recordings are filled withotential diferences due to activity imany brain
regionsthatareunrelated to the specific waveform that one may be interested in studying. This
noise may be magnitudes larger than the signal one stisk&amine To combat this, stimulus
triggers are time load totheacquisition of EEG data and averaged in a small time window to
increase the signal to noise ratio. This evoked activity can be elsit@any types of activity
but for our purposesve will refer tothe VEP recorded fronthe occipital lobe aa function of
contrast stimulationThe VEP is aextremely useful clinical todhat canconfirm visual

function in the context of unreliable clinical testing. Furtherm@EPsare able to detect
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organic causes for subjective symptoms that may amoearal on other clinical testing
scenarios. A VEP is able to diagnose a patient suffering from optic neuritis in the absence of
visual acuity, visual field, or color vision deficits (KothaBiokariya, & Singh2016). Two

forms of VEP are the flash andfgern reversal (PR) VEP. PR VEP is induced using reversing
checkerboard stimuli and is the most optimal for clinical use ags$iygroduce consistent
morphology timing with little interindividual variability and minimal variation with repeated
recordngs. Flash VEP are useful in cases whobear PR VEP results are rmssible or ideal,
such asn casesvith media opacities orith young infants who will not properly fixate (Kothari

et al. 2016).

P1

N2

Figure 7: Typical PR VEP waveform morphology (Aded from Creel, 2011).

The normal morphology of the PFEP as seen iRigure 7 is composed ofhree primary
components. A small negative component at 75ms known asfbliowed by P1 a positive
component at 100 ms, whichtleenfollowed by N2 a secondegative inflection at 135 ms.

There has been much debate and research into the origin of the components of the VEP
waveform. The first component N75 is the most agreed upon, it is speculated that this component
arises from the striate cortex (Di RusBdzalis, & Spitoni,2005) and more specifically the

calcarine fissure. This has been supported by the finding that this component will reverse in
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polarity when only stimulating the top or bottom visual field corresponding with the retinotopic
organizatbn of the primary visual cortex, a feature less adamant in associate visual cortices
(Jeffreyds & Axford, 1972). There is | ess ag
component P1. Unlike N75, P1 does not show polarity reversal with manipulatisual field
stimulation so many speculate that it may be generated from extrastriate areas, whereas others
maintain that V1 is still the origin (Onofdrulgente, Thomag4,995a&h Di Russoet al.2006).

The N2 component at 135 ms has been studieaigsasively but has been speculated to arise
from extra striate areas. The evidence for this is not conclusive as many speculate that the
primary receiving areas of the brain such as V1 are responsible for processing signals and
subsequently producing VEPRor up to 250 ms post stimulus though it could be that downstream
processing could be more spatially widespread and the signal relatively weak in comparison

(Noachtay Hashimoto, & liiders,1993)

2.6.1 VEP®ANd Binocular Parameters

Electrical potetials measured via VEP are a good indicator of visual cortical processing
since it isrecorded fronthe striate cortex where inputs from both eyes are combined at the
cellular level. Modifications to binocular inputs have determined that a numberarfsfaan
influence theamount of binocular summation (BS) of the neural signal received at the striate
cortex, even to the point of producing an inhibitory interaction, resulting in a lower binocular
VEP amplitude $mith, 2013). Previous workAdachi & Chba, 1979Katsumi et al. 1985
Pardhan & Gilchrist 199Mi Summa et al. 1998mith 2013)on the topic hee used the ratio of
the binocular response (amplitude obtained with both eyes viewing the stimulus) divided by the

monocular response (amplitude ab&d with one eye occluded).
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At lower contrast thresholds (20%, 4Q%inocular summation is largest, but as contrast
increases the difference between binocular and monocular evoked responses decreases, with the
smallest amount of BS occurring at 9%#trast(Katsumiet al.1985a). This comes as both a
decrease to the binocular amplitude as well as relative increase in the monocular amplitude. At
the lower levels of contrast where the binocular evoked response was [fighégjhest
expected value @S was found at 1.4, which decreased to 1.1 at 95% contrast where the evoked
responses between conditions were the closest in amplitude (Katsainiio85a). Other
studies have not shown any significant difference between BS/BI using different contrast
(Smith, 2013).

Katsumi et al(1986 performed a second part in their BS study to investigate changing
luminosity effects on BS/BI using neutral density filters ranging from 0.2 to 3.0 log units, when
viewing a 3 Hz PR checkerboard at 30% contrast&ikin 50 cd/rhconditions. As luminosity
was steadily decreasduinocular and monocular amplitudes decreased producing BS at all
levels. When the luminance was adjusted such that it was constant for one eye to create an
interocular differenc€¢lOD), BSwas found at smallDD, but the BS steadily decreased with
increasingOD until no summation occurred at 0.6 log units and maximum Bl occurred at 2.0
log units (Katsumi et al. 1986). At higher I0Ds induced, Bl was reverted back to just below no
summatioror the monocular amplitude value. Authors speculate that there could be a
multiphase structure to this response in which at small IOD the response is driven by both eyes,
but as the 10D increases this puts further burden on combining inputs. Thisastedfyy the
interference they recorded upon introducing 0.8 log units and above as the dissimilar inputs may
be becoming talisparateo properly integrate. The final phase suggested by the authors at

which the IOD becomes too large to integrate and sof@pression occurs, as seen at ND
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strengths above 2.0 where amplitudes returned to monocular values (Katsumi 1986a). This
finding was corroborated by Pardhan & Gilchrist 1990, wiedND filters ranging from 0.4 to

3.2 log units. They too observed aximal BS response with no ND used, but a steadily
decreasing BS with weak ND filters becoming equal to the monocular response at 0.6 log units.
Similarly, they observed Bl at 1.0 log units and a maximum amount of Bl frof.0.bg units
before a returto monocular response level at 3.0 log units. S{@f13 documented similar

results with a maximal BS with binocular viewing and minimal ND filter strength of 0.3 log unit.
A range of 1.2 to 1.8 log units was found to induce the strongest Bl, witbrgth of 3.0 log

units returning the response to monocular values

14
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Figure 8:Relationship between neutral density strength and binocular ewckigidy as a ratio
over monocular levels, a seen with VEpresented by area under the curve (AUTEDaped
from Smith, 2013).
Check size has been determined to be an important factor on the amount of BS/BI
induced in PRVEP. Katsumi et al1988 tested optimal check sizes and pattern reversal rates.
The check si zes r ange dalrétescangingfrofm 6.5t0 B%. WD 6, wi t

they found in regards to check size was that binocular responses were larger than monocular

responses, the | argest binocular amplitudes a
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monocular viewing condt i on wer e al so at 250. The ampl it
recordings were significantly largerainthe monocular ones, in which the biggest difference
yielding the highest | evel of BS was &t 7.560.
decrease®BS increases. BS measured as a change of temporal frequency resulted in an inverted
u-shaped grappeaking at 12 HgKatsumi et al. 1988). Smiff2013 used check sizes varying
from 1156 to 66, results ahsosmatdieatedhmaki m
ma x i mal BI occurred at the | argest size of 11
1.2-1.8 ND log units.

The location of pattern elements has also been tested to determine if either of these
parameters havany effect on the magnitude of BS. Katsumi et18186 used decreasing full
field and peripheral field PR VEP at the aforementioned luminance and contrast levels beginning
at 8.9x7.1° (320 elements) dwindling to 0.8x0.8° (4 elements) for centrasfigldlation. For
peripheral field stimulation an increasing portion of the central field was masked ranging from
0.4x0.4° (1 check) to 4.0x4.0° (100 checks). Treportedthat increasing the size of the central
field stimuli led to increases in bothetlbinocular and monocular evoked responses. Monocular
responses increased significantly at 3.2x3.2° and leveled off at 5.0x5.0°. Binocular responses
increased significantly starting at 2.4x2.4°, but again leveled off at 5.0x5.0°. These amplitudes
when onverted to ratios demonstrate BS at positions above 0.8x0.8° with the maximum BS
occurring at 4.0x4.0°. Faeripheral fields the monocular and binocular amplitudes were
changed little below 1.6x1.6° but larger occlusion produced significantly redugediuai®s for
both viewing conditions. When converted to ratios, BS was maximal at the lowest levels of
occlusion and becoming equal to the monocular amplitude at 3.2° of occlusion. Bl was induced

at the largest amount of occlusion of 4.0° (Katsumi €1386). Many other researchers have
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replicated these results (Adachi & Chiba, 1979; Di Summa et al. 1997) further confirming that
using a smaller visual angle for individual check sizes produces more BS. Pardhan 1997
performed a similar task using ecagntetinal illumination via a Humphrey Field Analyser on

old and young participan{ages:1868 yrs) It was found that younger participants had a higher
retinal sensitivity in all locations. Foveal ratios produced BS of 1.54 (sd +0.35) for the younger
group and 1.27sd +0.33) for the older group. Furthermdhe amount of BS decreased with
increasing eccentricity. Smi{R013 found a significant difference in components affected by
location of stimuli. N1 component was found to be significanfigciéd with central

stimulation (central 10°) while the N2 component was only significantly affected by peripheral
stimulation (10° mask). Thel component was significantly affected between filters with both

central and peripheral stimulation.

2.6.2 Bnocular RatiosWith Ganzfeld Stimulation

Ganzfeld flash stimulitebeeran i mport ant proponent to stui
Paradox since they have been shown to produce different resulBRN&EPs. Dichoptically
viewedGanzfelds of different lunmance still produce B@olanowskj 1987). Grossberg &
Kelly (1999 posited that models involving homogenous areas of luminance will elicit only
positive activity, as once an eye is adapted ta3ezfeld the remaining perceived brightness is
considered o be great-eerbobabhritpbtinasensa that is assoc
a dark scenario. This may suggest that the presence of boundaries and contours inhibits the
summation of brightness signals,Ganzfelds of widening areas resuitfurther increases in
summation (Leibowitz & Walker, 1956). Similar experiments involving full f@khzfeld

stimulation as well as smaller targets with graded decreases in spatial frequency (sharp contours)
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also produce large amounts of summation withever reducing to monocular levels (Bourassa
& Rule, 1994). Smitt§2013 found slight inhibition only at N2 when using ND filters between
1.2-2.4 log units, these values were not statistically significant and no ratios were found to be
inhibitory at N1or P1 on all subjects.

In summary, the research reported above suggests that BS at its peak approaches a value
of 1.4x the monocular amplitude. This is facilitated by low contrast, small checkeiteglly
located PR stimuli at similar inter oculaminance levels. Bl is strongest at inter ocular
luminance differences between -2® ND log units and can be facilitated by masking the
central visual field. Ganzfeld stimulation produces BS with changing spatial frequency and

minimal Bl with inter @ular luminance differences.

2.7Magnetoencephalography(MEG)

The first documented study of magnetic fields emanating from living tissue was found on
a functioning human heart in the 19606s. The
produced a messurable magnetic response that was distinct from the currents captured on
traditional electrophysiology naturally led researchers such as David Cohen to investigate the
brainin this new endeavorOne of the first studies involving a magnetic field relog of the
human brain was done by David Cohen using an early analog to a modern MEG to capture the
evoked magnetic fields produced during simultaneous recoofl@lgha waves via EEG in a
sleeping subject (Cohen, 1968). Magnetic fields areprbguctof synchronous neuronal
activity. The same cortical pyramidal cells that generate EEG signals are responsible for
producing the magnetic fields evoked during stimulus presentation. The extracellular currents

evoked during an PSP travel from the apicaldigge propagate down the neuron causing it to
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become electronegative with respect to the soma and basal dendrites. As mentioned earlier, the
extracellular currents flow from the electronegative apical dendrite through to the electropositive
basal dendrés, however it is the intracellular currents which flow more directly from the apical
dendrite through the dendritic trunk that carries the highest density of current which is of

importance in MEG (Glogrl985 Baillett, 2001; Hamalainen1993).

Magnatic field Electric potential

Figure 9: Idealized magnetic field & electrical potential elicited from a tangential dipole (white
arrow). Electrical fields are always 90 ° perpendicular from magnetic fields (Adapted from
Hamalainen, 1993).

The intracellular current is more dense and cotmagsd and it is the combined activation of
thousands of orthogonally oriented pyramidal cells that make up the MEG signal. These
intracellular currents are also known in MEG science as primary currents, whereas extracellular
currents are referred to ascendary or volume currents. Magnetic fields generated by this

activity behave similarly to those seen on EEG to an extent. Magnetic fields captured are always
positioned orthogonally from electrical fields captured by EEG, or perpendicularly to teatcurr

flow as induced magnetic fields follow the right hand ageseen ifrigure 9(Hansen,

Kringelbach & Salmelin, 2010).
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2.7.1 MEG Instrumentation

It was not until recently that the magnetic fields evoked by the brain were able to be
captured. Neurongmetic signals are incredibly small in magnitude, in the range-86080°T
(femtotesla 10% or roughly 1 partin10o f t he e ar t hBanaidanand908)tDue f i el
to the small magnitude in signal, precautions must be taken to ensure thgh#héssiot
compromised by any external noise from the environment as well as internal noise caused by the
body from things such as the heart. To combat this problem a magnetically shielded room
(MSR) is used to reduce the amount of noise from the owtsiieonment. The rooms walls
consist of 3 nested main layers made of a pure aluminum layer with a high permeability
ferromagnetic layer. The magnetic continuity between layers is permitted by the aoidition
aluminumoverlay strips, insulated washersdgunctions electroplated with silver or gold
(Cohen Schhper, & Ahlfors 2002). There is also active shielding available which consists of a
subset ofow flux-gate magnetometer mountedto the sensor array helmethe amplifier
connected to #ssemagnetometer connects to two coils arranged in series which encircle the
entirety of the room around the ceiling and floor. Shaking and degaussing wires are built into the
inner layer of the room. The active shielding component adds a signal shieldongfa&l0 at
0.10Hz which decreases at higher frequencies (Cohen et al. 2002).

Fluctuating magnetic fields are detected using SQUIDs (Super Conducting Quantum
Interference Devices). SQU#are formed by interrupting a superconducting ring by one or
more Josephson junctions (a nonsuperconducting material positioned tightly between two layers
of superconducting materi@¥jrba & Robinson, 2001) When kept at a very cold temperature
these junctions produce practically no resistance to the flow of diesttical current and

produce no magnetic field (Rithen Sep@, & llmoniemi 1989). The design of flux
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transformer connected to the SQUID determines the specificity of the orientation of activity

captured.
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Figure 10:MEG sensor coil configuration, dhe left and middle are two planar gradiometers
highlighted in red, on the right is the coil configuration for the magnetometer. Above are the 2
dimensional projections of the lead fields being measured (adapted from Elekta Neuromag, Oy
2017).

Figure10 demonstratethe different arrangement of coils for gradiometers as well as the
sensitivity to a tangential current dipole for a magnetometer and planar gradiometer
(Haméalainen1993). To put it simply, magnetometers are used to measure magnetic fields
located perpendicularly to their coils. They are the simplest configuration of a pickup coil and
measure the components perpendicular to their surface, and thus are able to view deeper sources
(HansenKringelbach, & Salmelin010). Planar gradiometesge used to establish a magnetic

gradient at the location of their coils by measuring the spatial derivative in two orthogonal

directions perpendicular to the sensor. The idea behind this is that interference originating from
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far sources is captured ab@mogenous entity and side by side wound planar gradiometers that
are wound in the opposite direction create no net shielding and are blind to distant sources such
as homogenous fields (Hansen et al. 2010). As a yefariar gradiometers are less sewsito
distant sources making them ideal for reducing environmental noise and most sensitive to
sources directly beneath them (Garces, 20TRpugh it is suggested that equivalent
information can be gathered by both sensor types to a degree (Garcgésnafy MEG systems
contain both types of sensors in hopes to cagtw@nbination of focal and widespread
sensitivities (Elekta Neuromag Oy, 2017). These sensors are then placed into a helmet array
under which the subject sits.

Due to the numerous toateeded to digitally modify raw ME& EEG data to produce
brain signals that reflect specific activity, many analysis pipelines and packages have been
developed. MNEPython is an open source academic software package that provides a complete
set of algorihms for use in various analysis pipelines. It allows data to be transformed between
multiple data containers from raw data to evoked (averaged) objects and offers above average
readability. MNEPython provides a high level of reproducibility, allowingearchers to
reproduce results on data using different machines while running an equivalent task. This
coupled with its peer reviewed open source contribution process makes it a powerful analysis
tool that will continue to develop new and improved mettadsurce analysis (Gramfort et al.
2014).

Spatial filtering methods via noise removal software are frequently provided by MEG
manufacturers as well as source estimation software such asAyKE&n. High pass, low pass,
or band pass filters are commonlyed to remove artifacts and signals in unwanted frequency

ranges (Taulu & Hari, 2009, Gramfort et al. 2014). Temporal Signal Space Separation or TSSS,
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is another tool used to reduce environmental noise. TSSS works by separating magnetic sources
from indde the sensor helmet array, and those originating from outside of it. The temporal
patterns of internal and external signals are compared to remove artifacts that may contribute to
both magnetic fields (Taulu & Hari, 2009).

Independent Component AnalggiCA) is also used to denoise the MEG signals. ICA
works by separating artefacts that are embedded in the data and simultaneously reconfiguring the
signals of interest once removed. By setting specific thresHGlAss able to remove signals
outsideof expected brain activity strength. Artefacts arising from saccadic eye movements,
blinks and heartbeats are large enough to interfere with temporal, frontal, and occipital sources
so removal ensures accuracy of localization (Bardqulieton, & Ross2006 Fatimg Quraan,

& Kovacecic,2013 Gramfortet al.2014).

A set of source localization algorithms have been developed to find anatomical correlates
of brain activity. One popular method is a form of spatial filtering known as beamforming.
Beamfomer 6 s are able to | ocalize an area of cort
weighted sum of the data at each site based on minimizing output constrained in a linear manner.
This prevents regions that generate large neural power from exhibitinguionoise. The
result is a minimizing of activity at all other areas without the need for prior source information
(Van DrongelenYuchtman, & Van Veer996 Van Veen et al. 1997, Broeg Gibson, & Hall
2004).

Dynamic Statistical Parametric MappirdSPM) is an analysis technique used to
combine information from other neuroimaging technologies such as fMRI and PET that contain
subject specific anatomical and physiological information to produce better spatiotemporal

estimations of source activity. Bwvas achieved by normalizing noise sensitivity of activity
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estimates in each area to produce statistical measures regarding the accuracy of the brain signal
at the area of interest over time (Ddleu, & Fischl,2000).

Further developments that anaigally separate the brain into discrete areas via a-sulco
gyral parcellation have added further depth to localizing to functional brain areas, (¥e&th
Der Kouwe, & Destriuex2004). More recently a database for the parcellation of the entire
cortex ased on sulcal and gyral cortices which depend on the values of the local average
curvature reconstructed from the cortical surface output of several subjects has granted
researchers an easily adaptable cortical based model that surpassesasddadations in
regards to accuracy (Destrieuischl, & Dale 2010).

The result of the amalgamation of all of these scientific instruments is a technique that
allows clinicians and researchers to obtain brain activity recorded in its natural state. The
temporal resolution of an MEG/EEG recording is in the millisecond range, and while it does not
possess the spatial resolution of MRI techniques it is free from the haemodynamic changes
undergone during blood oxygenation level dependent changes as wpatafyt measured in
the | atter method (Baillett, 2001). MEG6s ad
methodology of EEG is that the electrical currents produced by the cortex during EEG are more
difficult to localize. Magnetic fields emitted lyain activity are not changed when passing
through biological tissues, as the magnetic permeability of these tissues is virtually identical to
empty space (Singh, 2014). Electrical currents measured on EEG must account for the
conductive properties of ¢éhbrain, cerebrospinal fluid, skull and scalp distorting the electrical
potentials. The estimation of the hé&adonductive properties in attempt to localize a source of
el ectrical currents in the brain i &imdtingown as

the results in the context of specific parameters (Gencer & Acar, 2004). Studies involving
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planting electrodes directly onto the surface of the brain produce an electrical potential with
higher amplitude, more rapid decay, and a more accutataiized dipole but are too invasive
for the average research endeavor (WanBroek Reinders, & Donderwinkel,998). This
exemplifies the conductivity hurtle EEG must overcome as these cases alfewdor
assumptions regarding homogeneity of conidedayers and a more accurate representation of
the head shape. The presence of ventricles and other significant anatomical landmarks can
produce errors on EEG dipole localization up to 1.5 cm, while these differ@mreducedn
MEG recordinggVan DerBroek et al. 1998). While the magnetic fields measbyedEG are
not affected by tissue conductance, we must ingtgathrilyc o mpensat e f or t he A
probl emo which is in this case, the estimatio
generated the signals in the brain (BaiJl2&01). This is oft described as an ill posed question
as the number of sources that could produce electromagnetic fields outside a volume conductor
ie 6headd has an infinitet 2000)mOrientatiom bf squroes s i bl e
also has an effect as to how they are represented on MEG & EEG. Radial dipole sources, as well
as sources that are located near the center of a sphere model emit no magnetic field and are
unable to be captured by MEGdken & Cuffin 1983). Thus MEG is only able to see sources
located in sulci and not gyri. Further, MEG and EEG have a preferred orientation of localization
that is approximately 90 degrees apart and while MEG is able to localize its source in its most
sensitive direction better than EEG, it is only by a minuscule amount (Cohen & Cuffin, 1983).

While both methods have their limitations they are commonly used as complementary
techniques. When used simultaneously each modality provides information tbttethkacks

making them a useful complement in both scientific and clinical settings.
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2.7.2 \ision & Neuroimaging

Vision-based MEG researds relatively scarce in the literature compared to other
sensory modalities and studies on epilepsytentibn, but has nevertheldssilt upon the
foundational knowledge primarily by supplementing other neuroimaging findings. Invasive
studies on primates and other animal models have outlined the functional boundaries of visual
system processing (TsaBGorway, & Livingstone 2003 Hubel & Wiesel 1959), while MRI and
other neuroimaging methods have assisted in the mapping of human visual centers in the
presence of dynamic visual parameters (Avjddarel, & Hendler2002). Studies have moved
beyond linkingvisual areas delineated by preferred stimulus and have accomplished outlining
maps of higher order visual attentional centers such as the posterior parietal cortex, frontal eye
fields, and dorsolateral prefrontal cortex (HagRieke, & Sereno 2007). Tée endeavors are
improved by the use of MEG due to its advantage in temporal resolution over fMRI. The
retinotopic organization of V1 has been previously confirmed using multiple equivalent dipole
analysis in several EEG studies (Di Russal.2005), MEG allowed the specificity of source
areas to be reduced to a smaller patch of cortex. Ahlfors, lImonieian8&alainen (1992 used
pattern onset checkerboard stimuli presented at a foveal angle in quadrants then analysed using
two source estimates; anudgalent current dipole model, and the minimum norm estimate
(MNE). MNEs calculated showed a distinct symmetry between left and right visual fields with
current direction changing in a retinotopic manner, with parafoveal responses localizing
superiorly. Since then retinotopicalgonstrained source estimation methods which allow for
multiple source estimations for time courses affected by more than one visual area have been
developed. This model is able to determine source areas by fixing MEG souscaratea

orientations based on subjects MRI retinotopy and surface tessellations. This allows for solving
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of multiple visual field locations simultaneously so long as amplitude does not vary significantly
across the field. Such a technique reduces the amberror caused by closely located dipoles
interfering with one another from neighboring cortical areas (Hagler et al. 2009). Source
localization ofvisually evoked magnetic field¥ EFs) have produced sources similar to those
found using EEG. The N7®100, N145 responses have been found to localize in V1 around
the Calcarine fissure using quadrant PR stimuli (Shjgetbimatsu, & Yamamotd,998
NakamuraKakigi, & Hoshiyamal997). Other studies have demonstrated extra striate origins
suggesting tht pattern onset evoked potentials may arise from multiple visual generators (Hall
Holliday, & Hilllebrand,2005 Matsumotg Nagamine, & Matsuhas004).

Visual paradigms for MEG have demonstrated that changes to the psychophysical
parameters produadanges similar to those found on EEG. Changing check size of PR VEP
stimuli produces increases in P100 amplitude whenincreasmgf1 56 t o 1206, furt
attenuate amplitude. Changes in irgemulus interval (ISl) indicate that shorter resad times
such as 0.16 & 0.18 seconds produce the | arge
(Chen et al. 2005).

Ophthalmological considerations have determinedRRaVEPP100 amplitudes are
diminished and latency is increased with theoduction of +1 to +4 diopter lenses, with the
strongest lenses having the most significant effect (Sukiagae, & Nagat£015). Likewise
EEG studies report a reducB® VEP amplitude with the introduction of both minus and plus
lenses attributed tetinal blur (Colling Carroll, & Black,1979; Sokol & Moskowitz1981).

Studies involving amblyopia and MEG have shown that amblyopes have reduced bilateral
activity in the occipital cortex as well as modulated parietal activity at 250 ms after stimulus

onset compared to normal. Beamforming revealed a different pattern of activation between
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striate and extra striate areas in amblyopes compared to normals (Cortese, Wong, Goltz, Cheyne,
& Wong 2009). Amblyopic eyes have lower Global Field Powspstial sandard deviation

that quantifies the amount of activity by tinveflen exposed to isoluminant sinusoidal gratings

Due to previous work indicating that the parvocellular pathway is more affected than the
magnocellular projections in amblyopia in animaids¢s (Horton & Hocking, 1997), this could

lend support t@ processing issue in the parvocellular pathway in extra striate areas (Anderson,
Holliday, & Harding 1996). Earlier fMRI studies imaging ocular dominance columns support

this as amblyopes havdiable if not reduced V1 activation but lower activity in V2, V3, V5
compared to normal subjects (Anderson & Swettenham, 2005). A study performed in 1999 by
Anderson, Holliday & Harding usingquivalent current dipoleodeling on strabismic

amblyopes presnted with isoluminant sinusoidal gratings again demonstrated that amblyopes
have longer latencies and reduced amplitudes with dipole localization at the V1/V2 border. The
aut hors speculated that it coul do bef tthraed t he
surrounding activity which could involve other visual processing areas, nonetheless it implies

that there may be dysfunction at the level of V1.
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3.1Research Design

Chapter 3: Methods

This project employed a quaskperimental desigusingElectroencephalography and

Magnetoencephalography investigationsanmaladultsubjects. Twaisualstimuli were used

under 3 different conditions. The stimuli used includ@® & 25 degreegattern reversal

checkerboaravith individual checksubtending 32 minutes of areversing at a rate dfHz at

50% contrast andverallluminance of 30 cd/A as well as a diffuse unpatterned wiigdd (60

cd/n) in alternation with a black ora a rate ofl Hz. Both stimli were presented at 1 meter

The three viewing conditions used in this experiment wenecular, monocular and

asymmetriq1.8 log unit neutral density filtgplacedin front of the dominant eye

Inclusion/exclusion criteria for the participants can be found in table 1.

Table 1:Participant inclusion and exclusion criteria

Inclusion Criteria

Exclusion Criteria

uncorrected visual
acuity better than or

equal to 6/7.5 OU

General 1 Between the ages of 1 Presence of metallic
18-65. foreign bodiegdental
1 Cognitively and fillings, piercings,
physically able to metallic implants, or
perform the Orthoptic medical devices)
screening and MEG inducing significant
data collection, and noise on sensors.
able to remain in 1 Lack of consent.
MEG magnetically 1 Inattentive behavior
shielded roonfor during data
duration of collection. aqquisition.
1 Physically healthy.
Eye Health 1 Normal Binocular 1 Presence of otar
status, 40 misalignment.
stereoacuity, with M Manifest or latent

nystagmus.
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3.2 The Sample
3.2.1 Study Population

A total of 13 sjects were screened for participating in the study. Of these, 2 were
deemed unfit based off of subpar uncorrected visual acuity and the presence of magnetic noise
outside of normal range. The initial first 3 participants were pilot subjects, 2 of wiighwent
stimulus paradigms that differed from the final prajechethodology (reversal rate & check size
were adjusted) and as such were not included in the final analysis. The third pilot subject had
EEG recordings included, and this led to the EEG@qmol adoption for althe subsequent
subjects (n=8)vho were invesgated with the final protocothe reversal rate used was slightly
different then the reversal rate used for the remainder of the study, however, results were directly

comparable andese results were deemed fit to be included in the final analysis.

3.2.2Statistical Power:

Using results generated by the Sn{2B13 pilot study, variability and meaARV E P 6 s
using a 1.8 log unit ND filter produced an average amplitude of @ 4B53uV ( mean and
SD) in normal subjects. An effect can thus be demonstrated with a statistical power of 0.90 with

the use of afew as 6 subjects.

3.2.3Recruitment of Participants:
Participants were gathered for this study by word of mouthdeat the months of June
2018 and August 2018. Several participants were recruited from a pool of members within

BIOTIC (Biomedical Translational Imaging Centre) at IWK Health Centre who had previously
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taken part in Magnetic Resonance Imaging researckestuthterested members were contacted

by email by the investigator.

3.2.4 Risk & Benefit Analysis:

Subjects were informed that all forms of EEG and MEG recordings arewasive and
do not pose any threat of harm. The only potential risks inggdant of this project would be a
slight skin irritation from the electrode placement and preparation, or irritation from the adhesive
patch applied during the monocular stimulus viewing portion of the paradigm. Any results that
were obtained and deemechabmal were to result in that participant being referred to the

Ophthalmology fellow at the IWK Health Centre. No such measures were required to be taken.

3.2.5 Ethical Considerations:

Ethics approval was obtained from the IWK Health Centre Rese#inadsBoard. As
mandated by the board, all participants were fully briefed of the studies purpose and methods and
informed consent was obtained by the principal investigator himself. Copies of provided

information & consent forms can be founddppendixB & C.

3.3 Experimental Procedure
3.3.1 General Protocol

Once patrticipants confirmed their interest in taking part in the study, information on the
purpose and methodology of the study was dispensed before consent was obtained. From here, a
general athoptic workup was performed while confirming that the subject did not have any

metallic foreign bodies in their head or abdomen. A 2uteinoise evaluation was done by
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having the subject sit in the MEG to ensure that there were no additional souroesgiresent
before the subject was prepped for the scan and to ensure the subjeatnfcatablein the

enclosed environment of the MEG apparatus.

3.3.2 Orthoptic Assessment

During the orthoptic assessmenttestimgawast i ci pa
done without the use of corrective lenses as no metal can enter the MSR without causing
significant distortion on the MEG signal. Distandgualacuity was obtained using an Early
Treatment Diabetic Retinopathy Study (ETDRS) chart (PrecMision, La Salle, lllinois, USA)
calibrated for 2.43 m (8 ft). Visual acuity was scored monocularly as well as with both eyes
open. Binocularity was assessed using a Titmus stereoacuity test (Stereo Optical Co., Inc.
Chicago, lllinois, USA) performed &8 cm. Ocular alignment was determined by having the
subject fixate on a 6/12 sized letter at near (1/3m) and distance (6m) and an alternate prism cover
test was performed. Dominant eye was identified by having the subject line up his thumb with a
letter on the vision chart with both eyes open as well as making a circle with his hands around an
object in the testing room and seeing which eye was on the principle visual axis when either eye

was closed.

3.3.3 Electroencephalography:

EEG was recordedmultaneously during MEG data acquisition. Electrode placement
followed the 10/20 system convention. Head circumference was first measured to determine
proper cap size. The distance from eachgoumcular point was measured with the midpoint

landmarkedthen the distance from nasion to inion was measured and the midpoint landmarked.
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At the intersect of these two distances the Cz channel was placed, and remeasured after EEG cap
(EasyCap Med. 588, Herrsching Germany) placement as sedagare 11 After cap

placement, Oz was also measured to ensure that it was approximately 2 mm aboweltiee c t 6 s
inion. Twentyfive of the 64 electrodes in the parietal and occipital regions from TP9 to Oz, as

well as a reference electrode placed on the nose weréltbenvith electrode gel (ECI Electro

Gel, ElectreCap International Inc. Eaton, Ohio). A blunt syringe (¥6Blunt Square Grind,

Becton Dickinson, Franklin Lakes, NJ) was used to move hair out of the way and lightly scratch

the scalps surfacetoemse pr oper i mpedance would be attain
elastic (Surgilast, Glenwood Lab. Oakville Ontario) was then placed around the EEG cap to

ensure that electrodes remained in place and in close contact with the scalp.
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Figure 11:0nt he | eft el ectrode placement exampl e.
horizontal eye movement detection are hidden under the cap, vertical EOG can be seen above
and below the left eye. On the right isEBEG channel schematic, the posterior channetted

in red, were used in this study.
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3.3.4 Magnetoencephalography:

Electrooculograms (EOG) and electrocardiograms (ECG) are also recorded for the
purpose of noise removal from the acquired brain signal. Two horizontal electrodes were placed
nextto the lateral canthi of either eye to detect and remove eye movements. One electrode was
placed above the left eye and one below the left eye to detect and remove blinks and vertical eye
movements. For the removal of heart beat artefacts, one elestasg#aced on the inner bicep
just above the elbow near the brachial artery of each arm. Finally, a grounding electrode was
placed on the left clavicle. Places on the skin where the electrodes were to be placed were first
cleaned with Nuprep (Weaver & @mpany,Aurora, CO) andubbingalcohol before applying
the electrode filled with electrode cream (Elefix EEG paste, Nihon Kohden America Inc. Irvine,
CA) and taping them down using Tegaderm Film (3M, St. Paul, MN). Once electrodes were in
position, four HPI (head position indicator) coils were used to determine the subjects head
placement and movement throughout the scan. These coils were placed behind either ear and at
the left and right temples of the face. The subjects head shape was then digitigedeus
Polhemus Isotrak system (Polhemus Inc., Colchester, USA) to provide a head model for source
localization. Approximately 200 points were obtained to ensure an accurate representation for
co-registration including the two piauriculars and the namsi for easy identification. MEG data

was recorded using a 306 channel MEG system (Elekta Neuromag Oy, FL).

3.3.5 Stimulus Presentation:
Stimuli were presented at a distance of 1 meter from the participant using a projector
(Panasonic PT 7700, Osakapan) located outside the MSR, which projected through a glass

covered hole reflected onto a screen via two angled mirrors. Luminance was controlled via a
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light dimmer to ensure the proper conditions before closing the subject in the MSR and
beginning reording. To ensure strict timing of the stimuli for evegiated analysis, the timing
and order of the stimuli were recorded continuously with the MEG data using Presentation
software (Neurobehavioural Systems Inc., Berkeley, CA, USA).
Stimuliconsissd of a PR checkerboard with a 3206 c
a=tant (W/2D)*120
Where a is the visual angle subtended in minutes of arc, W is the width of the stimulus in mm,
and D is the distance from t heordxxliOmuihgsize. i n mm
The checkboard was 17.50x17.750 approximating
square was included offset to the side of the checkerboardsnuhle | mekdphedysas well to
ensure proper stimulus timing via a photodicdeuit. PR stimuli checks consisted3#x32
pixels at 100% contrast with a luminance of 130&dimhite) & 5cd/nf(black). PR VEP stimuli

can be seen in figure 12.

Figure 122Ex ampl e of the pattern reversaladigh26 check
fixation target is the red dot in the center. A small 1 Hz blinking white check was located below
the stimulus to ensure proper stimulus timing.
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