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Abstract 

 

This thesis investigates the development and implementation of a novel patient specific 

pixel-based weighting factor algorithm for dual-energy x-ray imaging. The first chapter 

of this thesis is an introduction on the components of an x-ray imaging system, 

generation of spectra, imaging components, dual-energy, and radiotherapy. The second 

chapter is a manuscript submitted to the Medical Physics journal outlining the 

development of the algorithm and the generation of its dual-energy images. This chapter 

presents and discusses the improvements of dual-energy images generated by the novel 

algorithm in comparison to the conventional technique. This chapter also derives and 

validates the theoretical underlying analytical expressions by which various imaging 

parameters such as polyenergetic spectra, scatter, and detector response affect the 

weighting factor. The third and final chapter summarizes the accomplishments of the 

thesis goals and discusses various future avenues for further research.   
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Chapter 1: Introduction  

 

Many medical diagnostic imaging systems are based off the production of 

different kinds of electromagnetic radiation (EM). Forms of EM radiation include radio 

waves, visible light, x-rays, and gamma rays. EM radiation exhibit characteristics similar 

to both a wave and a discrete particle. Different EM radiation have different wavelengths 

and frequencies, which are inversely proportional to one another since the speed of EM 

radiation is uniform in a medium. The particle-like behaviour comes from discrete 

packets (quanta) of energy called photons. The energy of a photon is given in eV, which 

is the energy of an electron as it accelerates through a potential difference of one volt in a 

vacuum.  

X-rays are probably the most common form of EM radiation used in diagnostic 

imaging. It is classified as ionizing radiation, meaning that the photonôs energy may be 

sufficient enough to remove electrons from an atom. Most x-rays are produced when an 

electron with high kinetic energy interacts with a material and transfers its energy into the 

form of EM radiation. 

In this chapter, the components on an x-ray imaging system are described, 

followed by interactions of x-rays with matter. Next, imaging concepts, dual-energy (DE) 

imaging techniques and their role in radiotherapy applications are discussed. Lastly, the 

research goals of this thesis are outlined.  
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1.1. X-ray Imaging System 

 

 X-ray imaging systems are comprised of both the x-ray tube which produces x-

rays, and the detector which creates an image from the flux of photons incident on it after 

passing through the patient. Several parameters and phenomena affect the output of x-

rays from the tube as well as the detection of photons when they reach the detector. 

 

1.1.1. X-ray Tube 

 

The typical x-ray tube is comprised of a cathode, an anode, glass window, and a 

vacuum tube, in which a large electric potential difference is applied between the 

electrodes to accelerate the electrons as per Figure 1.1.  
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Figure 1.1: Schematic of a general x-ray tube. 

 

An x-ray generator allows for the selection of various parameters such as tube 

current, tube voltage, and exposure time. The tube voltage governs the range of energies 

for the x-rays, where the peak kilovoltage (kVp) is the maximum voltage. Varying the 

tube current (mA) has an effect on the number of electrons that travel across the x-ray 

tube from the cathode to the anode.  The exposure time controls how long the tube is 

producing electrons. The product of the tube current and exposure time is commonly used 

as a single quantity known as the mAs.  

The cathode is a negatively charged electrode, which typically includes a tungsten 

filament. The cathode produces electrons through thermionic emission when a voltage is 

applied. The anode is positively charged, and therefore attracts the electrons from the 

cathode when a voltage is applied between them. Embedded inside the anode is usually a 

tungsten target, on to which the electrons impinge on. Upon collision, the majority of 
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kinetic energy from the electrons produces heat, but a small fraction (~1%) is converted 

to bremsstrahlung radiation.  

 

1.1.2. Bremsstrahlung Radiation 

 

When accelerated electrons travel in close proximity to the positively charged 

nucleus of an atom, coulombic forces decelerate the electron. As the electron slows 

down, the kinetic energy is lost and converted into x-ray photons. The production of 

bremsstrahlung x-rays per atom is proportional to , where Z is the atomic number of 

the material and m is the mass of the incident particle.1  

The bremsstrahlung spectrum is a plot of the relative x-ray intensity as a function 

of photon energy. An unfiltered bremsstrahlung spectrum demonstrates an inverse linear 

relation, where the relative intensity decreases as the photon energy increases. When the 

bremsstrahlung spectrum is filtered, there is an increase in relative intensity up to about 

one third of the maximum energy (the effective energy), and then a gradual decrease in 

relative intensity after.  

 

1.1.3. Simulation of Spectra 

 

Simulations can be used to generate x-ray spectra. The Spektr toolkit was 

developed for research purposes in diagnostic imaging.2,3 Early versions of this software 

could compute x-ray spectra based on a method called TASMIPS (tungsten anode 

spectral model using interpolating polynomials). TASMIPS simulates x-ray spectra 
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(photons/mm2/mAs at 100 cm from the source) in 1 keV energy bins in a diagnostic 

range of 30 to 140 kVp.3 The spectra produced are based off measured constant potential 

x-ray spectra published by Fewell et al.4,5 The software was developed to not only 

generate and plot x-ray spectra, but also calculate various characteristics of the x-ray 

beam such as exposure, half value layer (HVL defined below), mean energy, etc. Spektr 

is capable of producing x-ray spectra while varying different input parameters such as 

choice of tube voltage, total Aluminum (Al ) filtration, and % kV ripple. Additionally, the 

software is able to take a generated spectrum and filter it further by a specific thickness of 

a compound or element. Information regarding the mass attenuation coefficients and 

densities of available compounds and elements are supplied from the National Institute of 

Standards and Technology (NIST) which are then bicubic-interpolated to 1 keV bins.6 

 Improvements in the Spektr toolkit were implemented by Punnoose et al.2 They 

developed a newer method of producing x-ray spectra with a better energy resolution 

than TASMIPS. The newer version calculates x-ray spectra based on the tungsten anode 

spectral model using interpolating cubic splines (TASMICS). In addition to an 

improvement on energy resolution, TASMICS also avoids systematic measurement errors 

that could be caused from charge pile up and electronic noise.2 The updated Spektr 

toolkit also allows for a greater range of beam energies from 20 to 150 kVp. The 

TASMICS model has a default inherent filtration of 1.6 mm Al, which matches the 

inherent filtration of TASMIP. A comparison between an x-ray spectrum at 140 kVp with 

3.4 mm Al of total filtration is provided in Figure 1.2. 
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Figure 1.2: X-ray spectra from Spektr3.0 using both the TASMIC and TASMIP 

method for calculation. 

 

 The TASMIP spectrum is less smooth and fluctuates greatly in the higher energy 

range compared to the TASMIC spectrum. Additionally, the fluence of the characteristic 

peaks in the TASMIP spectrum are somewhat higher than the TASMIC peaks and 

slightly shifted to a higher energy.  

There are some limitations to the Spektr software. Both TASMIP and TASMICS 

generate spectra using a tungsten anode, meaning that simulations for mammography 

may not be correct since those systems may have molybdenum or rhodium anodes. 

Moreover, simulations of realistic patient geometry and scatter cannot be generated in 

Spektr. This can be problematic because the realistic spectrum producing the image when 
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incident on the detector includes scatter from the various components on the beam path 

including the patient. 

Monte Carlo (MC) software is another simulation technique which could be used 

to generate x-ray spectra. One of the most common MC codes used is EGSnrc (electron 

gamma shower).7 EGSnrc is capable of modeling the exact source and detector geometry 

as well as patient anatomy, to give more realistic results. Part of this code includes the 

BEAMnrc package which allows modeling of the radiation source (e.g. the x-ray tube) 

and photon and electron transportation through matter. Additionally, BEAMnrc is able to 

estimate radiation delivered to a patient via the DOSXYZnrc component. EGSnrc is able 

to incorporate realistic imaging effects that Spektr is unable to model such as patient 

scatter. Although not trivial to implement, in principle MC could also be used to model 

the image formation by the x-ray detector.  

Al though MC is a powerful tool for simulation, it also has drawbacks. Results 

from MC simulation can be accurate, but the quality of its outputs depends heavily on the 

quality of its inputs. In order to produce the best results, the geometry and detailed 

material specifications of the x-ray imaging system need to be used as input. Due to 

proprietary reasons, information on the exact geometry of the x-ray tube, detector, and 

other parts of the system may not be available to the researcher. Another problem with 

MC simulation is that it can run very slowly depending on the task. For some research 

purposes, the MC simulation time can range from hours to days and sometime even more. 

Additionally, the efficiency of MC depends on the specifications of the available 

computation power. MC simulations may require a cluster of computers with substantial 

memory storing capabilities. The cost of implementing a cluster of computers can 
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become very high, whereas other simulation tools such as Spektr can be downloaded on a 

single computer with a quick simulation time. 

 

1.1.4. Half Value Layer 

 

The output of an x-ray tube is not mono-energetic to quantify its energy with a 

single value. HVL is a simple practical method to quantify the quality of the beam in 

terms of its energy. The HVL is defined as the amount of filter material required (often 

measured in mm Al) to reduce the intensity of the beam to half of its initial amount. 

When x-ray spectra have higher energies, a thicker HVL is required to reduce the output 

by half.  

For diagnostic imaging the HVL of a spectrum is measured under the conditions 

of narrow-beam geometry which means that scattered photons are excluded from 

measurement by collimating the beam. The HVL is related to material attenuation and 

thus can be expressed as:1 

Ὄὠὒ 
 

                    (1.1) 

where m is the linear attenuation coefficient of the filter material.  

 Spektr is capable of estimating the HVL of a given spectrum. The software takes 

input parameters such as the x-ray energy spectrum, number of HVLs to calculate, and 

the atomic number of the filter material. The spectrum is simulated, then quanta per 

exposure is calculated as follows:8 

Ὁ
Ȣ

 

          (1.2)                                                       
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where ɮ is the photon fluence , ὢ is the exposure (mR) ,  is the mass 

energy absorption coefficient for air, and E is the energy. To calculate the total exposure, 

Eq.(1.2) is inverted and integrated over the entire energy range:3 

   Ὕέὸὥὰ ὩὼὴέίόὶὩ άὙ  ᷿ ὉɮὉὨὉ       (1.3)             

Once the total exposure is calculated, the Spektr code calculates the HVL of the material 

needed to reduce the exposure by 2-n in mm. By matching the measured HVL vs Spektr 

calculated HVL from simulated spectra, x-ray tubes can be modeled in Spektr. A 

comparison of matching Spektr simulated HVLs to the measured values for an ExacTrac 

(Brainlab AG, Germany) x-ray tube is demonstrated in Figure 1.3. To obtain this match, 

the total Al filtration in Spektr was set to 3.3 mm. 
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Figure 1.3: Comparison of Spektr simulated HVLs with measured HVLs (without 

couch) from ExacTrac for the energy range 60 to 135 kVp. 

 

Results from Figure 1.3 clearly show an excellent agreement in matching Spektr 

simulated HVLs to realistic HVLs measured with a real imaging system.  

 

1.1.5. X-ray Detector 

 

Aside from the x-ray tube, which is the main source of the x-ray photons, the 

other important component of the imaging system is the detector which creates an image 

after photons pass through a patient. Most former x-ray imaging systems used a screen-
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film technique to create the radiographic images. Today, most commonly a digital 

approach to x-ray imaging has been developed and implemented, and a handful of the 

imaging detectors used are flat panel detectors with thin-film transistor (TFT) arrays. Flat 

panel TFT detectors consist of arrays of numerous individual detector elements called 

dexels.1 Inside each dexel both a light sensitive (where signal is collected) and light 

insensitive (where electronic components exist) region exist. The TFT array has three 

different connections called the gate, source and drain. Also, within the electronics is a 

charge collecting electrode which stores the charge generated by the deposition of 

incident photon energies across the dexel. After the detector is exposed to radiation, the 

TFT is activated and one by one, each gate line to every dexel opens allowing charge to 

flow to the drain line which is followed by a charge amplifier. These amplifiers convert 

the charge to a voltage which is digitized to produce a gray scale value for each dexel. 

The TFTs can be either of two kinds; direct or indirect as illustrated in Figure 1.4. 

An indirect TFT uses a scintillator (Figure 1.4a) to convert the x-rays to light. The 

scintillator is placed on the front surface of the flat panel array so that x-rays interact first 

with the scintillator. Common scintillator materials used in radiography are CsI and 

Gd2O2S. Some scintillating material can be grown in columns forming a light guide for 

the light photons to reduce the lateral spread. Once the x-ray photons interact with the 

scintillator, light photons are produced and interact with a photodiode. The photodiode 

(not shown in Figure 1.4a) converts the light photons into a charge which is stored in the 

charge collecting electrode. Although the crystal structure of the scintillator helps 

facilitate the flow of light photons, the lateral light spread causes a reduction in spatial 

resolution. 
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A direct TFT generally uses amorphous selenium (a-Se) as a semiconductor 

(Figure 1.4b) which when irradiated, produces electron ion pairs proportional to the 

exposure. The ion pairs follow electric field lines, thus minimizing the amount of lateral 

spread. This means that the electronic signal that is detected from one x-ray photon is 

almost fully collected in a single detector element.  This focus of collection in one 

detector element results in an improved spatial resolution compared to the indirect TFT. 

 

 

Figure 1.4: Indirect TFT detection via a scintillator (a). Direct TFT detection using a 

semiconductor (b). 1 

 

 

1.2. X-ray Interactions with Matter  

 

After the x-rays in the tube are produced via bremsstrahlung in the target, most of 

them leave the tube and may interact with matter. There are three outcomes when a 

photon is going through matter: it may be absorbed, scattered, or penetrate without any 
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interaction. The most useful result in diagnostic imaging are absorption and transmission 

of x-rays, while scatter is undesirable.  

The photon interaction process could be Rayleigh scattering, Compton scattering, 

photoelectric absorption, or pair production. Rayleigh scattering occurs for very low 

energy x-rays which are generally attenuated by the tube window and housing. Pair 

production interactions take place only when the x-rays have an energy greater than 1.02 

MeV which is outside diagnostic range and thus not relevant for imaging. Therefore, the 

two most important photon interactions in diagnostic imaging is photoelectric absorption 

and Compton scattering. Table 1.1 illustrates the schematics of these events.  

 The photoelectric effect happens when an incident photon interacts directly with a 

bounded electron in an atom, transferring all of its energy to the electron and ejecting it 

from its orbital shell. This could only happen when the incident photonôs energy is equal 

to or greater than the binding energy of the orbital electron. When the electron is ejected 

from its shell, the atom becomes unstable with a vacancy and an outer shell electron can 

drop down to fill the vacancy. During this process, a characteristic x-ray photon is 

produced with an energy equivalent to the difference between the two shells involved. 

The photoelectric interaction highly depends on the atomic number of the material (varies 

with Z3) thus bones (Zeff ~ 12.3) have high contrast compared to soft-tissue (Zeff ~ 7.5).9 

The Compton scattering interaction occurs between an incident photon and a free 

electron. Unlike the photoelectric effect, there is not an atomic number dependence. 

However, the probability of a Compton interaction depends on the electron density of the 

material, which is also proportional to the physical density. In soft-tissues, Compton 

scattering events take dominance over photoelectric interactions for energies greater than 
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~25 keV. However, due to the high atomic number of bone, Compton interactions in 

bone do not overtake photoelectric events until energies greater than ~40 keV.9 

 

Table 1.1: x-ray interaction schematics and interaction probabilities for photoelectric 

effect and Compton scatter.1 

 

Interaction Schematic Dependence 
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1.3. Components of Image Quality 

 

1.3.1. Noise 

 

In diagnostic imaging, noise degrades the image quality limiting the ability to 

visualize anatomy. There are various kinds of noise which arise from different sources 

and are unwanted in the image. Fortunately, there have been algorithms and techniques 

developed to reduce the noise as much as possible in an image.  

 Quantum noise is directly related to the x-ray tube output of an imaging system. 

Finite number of photons interact in the detector, thus the severity of quantum noise in an 

image is dependent on the number of these photons that form the image. The distribution 

of quanta follows Poisson statistics where the number of incident x-rays per unit (or 

pixel) area can be reported. For N incident quanta on a pixel, the noise per pixel „ is 

given by:1 

„  Ѝὔ            (1.4) 

The amount of noise relative to the actual incident quanta is: 

                 ὙὩὰὥὸὭὺὩ ὲέὭίὩ        (1.5) 

Another important metric used to quantify the strength of the signal relative to the noise 

is the signal-to-noise ratio (SNR). The SNR is often used as an indicator of how much 

useful information is in an image. The SNR is also the reciprocal of the relative noise, 

and therefore can be calculated using the following:1 

ὛὔὙ                    (1.6) 
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The quantum noise in an image can be reduced by increasing the number of quanta, e.g 

by higher mAs or kVp values .  

Another form of noise stems from the actual patient anatomy, known as 

anatomical noise. This is the anatomy that is not of interest but is present in the image. 

For example, diagnosing a lung nodule which has overlaps of rib and other bony 

obscuring structures can be an example of anatomical noise. 

 

1.3.2. Contrast 

 

 An important quantity used to measure the image quality of a radiograph is the 

contrast. The subject contrast is defined as the difference in x-ray intensity that passes 

through a lesion compared to the adjacent tissues. The subject contrast involves x-ray 

interactions with the patient, but not the detector. Due to the differential attenuation 

between different types of tissues in the human body, there will be more x-rays that 

penetrate through some tissues than others. The subject contrast is higher at lower 

energies. This is due to a dominance in the photoelectric effect at lower energies 

especially for tissues with a higher atomic number. 

 A common measure of image quality is contrast-to-noise ratio (CNR) which 

describes contrast in the presence of noise. CNR is calculated by taking the average 

signal in a region of interest (ROI) ὼ and comparing it to the average signal in an ROI in 

the background ὼӶ. Additionally, the noise of the background is calculated „  which is 

the standard deviation of the signal in the background ROI. The CNR is calculated as:1 

ὅὔὙ 
ȿӶ Ӷȿ

         (1.7) 



17 
 

The CNR is used to make a relative comparison between the signal in an image and the 

noise, which is useful for tasks such as the optimization of tumor contrast for various 

imaging parameters. 

 

1.3.3. Scattered Radiation 

 

 In diagnostic imaging, x-rays may interact and scatter in the patient. However, 

scattered radiation degrades the image quality by reducing the contrast in the 

radiographic image, thus is undesirable. The main contributor of scattered radiation is 

from Compton scatter interactions with soft-tissue. The amount of scattered radiation that 

reaches the image receptors depend on various parameters such as the field size and 

patient thickness.  

 The amount of scatter signal detected in an image can be quantified by comparing 

it to the amount of primary radiation. This is described by the scatter-to-primary ratio 

SPR:1 

ὛὖὙ          (1.8) 

where S is the scatter signal and P is the primary signal. The scatter fraction F is defined 

by:1 

Ὂ           (1.9) 

which indicates how much scatter contributes to the total signal detected. 

 The inclusion of x-ray scatter is inevitable when imaging a patient. However, 

there have been techniques and equipment developed in order to reduce the amount of 

scatter contribution to the primary signal. Collimators may be used to reduce scatter from 
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an x-ray beam by reducing the area of exposure. Collimators are made of high atomic 

number materials such as lead to block x-rays outside the field of view (FOV). Another 

technique used is the implementation of a large air gap between the patient and the image 

receptor. Due to the divergence of the scattered photons, the detection of scattered 

radiation with the image receptor decreases due to photons missing the detector area.  

 The most common method for reducing scatter is the use of anti-scatter grids. An 

anti-scatter grid is an array of narrow parallel bars of a material that can readily attenuate 

x-rays such as lead. They are designed to allow the primary photons to pass through the 

slits and absorb scattered radiation that travel in a different direction from the primary 

beam.  

 

1.3.4. Detective Quantum Efficiency Vs. Absorption Efficiency 

 

 The detective quantum efficiency (DQE(f)) is another imaging metric which is 

used to describe the overall frequency-dependent SNR performance of the imaging 

system, where f is the frequency.  At zero frequency, DQE is reduced to quantum 

detection efficiency (QDE), i.e. ‌, which describes the efficiency of the detector in the 

detection of incident x-rays. For a monoenergetic beam:1 

ὈὗὉπ ‌ ρ  Ὡ        (1.10) 

where ‘ and ὸare the linear attenuation coefficient and the thickness of the detector 

material. In general, ‌ is a function of energy as it depends on the energy dependant ‘. 
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1.3.5. Detector Modeling 

 

Using the concepts described above the pixel value read by the detector may be 

modeled. The average x-ray spectral distribution ήὉ incident on the detector (units 

photons/mm2/mAs at 100 cm in Spektr) after passing through some material (e.g. a 

patient) is given as:10 

     ήὉ  ή ὉὝὉ ρ ίὉ       (1.11) 

where, ή Ὁ is the initial x-ray beam before attenuation, ὝὉ is the transmission of 

ή Ὁ spectrum after interaction with the material, and ί(E) is the scatter-to-primary ratio 

of the rays reaching the detector. In the case, where almost all scattered radiation is 

corrected, the scatter-to-primary can be π, thus the previous equation is simplified to: 

ήὉ  ή ὉὝὉ       (1.12) 

When the spectrum interacts with an energy-integrating detector, the average binned-

pixel value Ὠ read by the detector is recorded as:10 

                   Ὠ Ὧὃ᷿ ήὉ‌ὉὉ ὉὨὉ      (1.13) 

where Ὧ is a proportionality constant, ὃ is the area of the binned-pixel, ‌Ὁ is the 

detector quantum efficiency, and Ὁ Ὁ is the average energy absorbed in the binned-

pixel per interacting photon. The average energy absorbed is calculated based on the 

assumption that there is a partial reabsorption of characteristic photons which causes half 

of the energy to escape area ὃ while the other half is reabsorbed. Therefore, the average 

energy absorbed in the binned-pixel per interacting photon is:10 

   Ὁ Ὁ Ὁ Ὁ Ὁ Ὁ Ὁ Ⱦς Ὁ Ὁ ὉȾς                (1.14) 
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where, Ὁ Ὁ is the energy absorbed in the detector at the interaction site, and Ὁ is the 

incident photon energy. The energy absorbed Ὁ Ὁ at the interaction site per incident 

photon with energy E can be described as:11 

Ὁ Ὁ Ὁ        (1.15) 

where ‘ Ὁ and ‘Ὁ are the energy absorption and linear attenuation coefficients 

respectively. The product of ‌Ὁ and Ὁ Ὁ is given by: 

          ‌Ὁ  Ὁ Ὁ          (1.16)  

The detector quantum efficiency ‌Ὁ, and average absorbed energy per 

interacting photon Ὁ Ὁ for a CsI detector of thickness 0.021 cm, and their product are 

plotted in Figure 1.5. 
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Figure 1.5: Detective quantum efficiency and average energy absorbed within the 

pixel per interaction for CsI. The product of both terms is also displayed in the 

magenta. 

 

At low energies, the detector quantum efficiency is close to unity, indicating that 

essentially all lower energy photons interact with the detector and absorbed within the 

pixel. At higher energies photons are more likely to transmit through the detector. The 

large fluctuation is due to the Cs K-edge (at 36 keV) and I K-edge (at 33 keV), indicating 

that there is a large increase in photon interactions above the binding energy of Cs and I. 

The average energy absorbed per interaction is small for photons with lower energies, but 

increases with energy since higher energy photons will release more energetic electrons 
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depositing more energy. Except for the K-edge, ‌Ὁ decreases while Ὁ Ὁ increases as 

the energy increases. The product of the two variables gives a curve that is relatively 

constant with energy. This described the coarse approximation that the majority of energy 

absorbed is around the average energy of the spectrum. 

 Modeling pixel value for an energy integrating detector requires a knowledge of 

polyenergetic x-ray spectra incident on the detector and the energy dependant ‌ and Ὁ 

terms. However, an approximation may be used in simple cases. This approximation 

involves finding a single energy averaged ‌ and Ὁ. Assuming the ‌ and Ὁ terms are 

constant over the energy range, the pixel value is: 

Ὠ Ὧὃ‌Ὁ᷿ ήὉὨὉ      (1.17) 

A comparison between the original integral equation and the approximated version is 

illustrated in Figure 1.6. 
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Figure 1.6: A comparison between the value read by the detector using the 

approximation and integral forms for an energy range up to 140 keV. 

 

For the first half of energy values, below ~70 keV the detector values for the 

approximation and integral are nearly identical. However, at the higher energies > 70 

keV, the approximation method overestimated the detector reading. This may be because 

the ‌ values become very small at higher energies which would make the detector 

reading lower for the integral.  

 

1.3.6. Flat Field Correction Algorithm  

 

 In flat panel detectors, a number of parallel channels are used for reading out 

detector array elements. Each of these channels use amplifier circuits which may not be 
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perfectly tuned to neighbouring channels. These variations in channel amplifications can 

cause the detector elements to be read with a different offset noise and gain characteristic, 

causing detector dependant structure noise in the image. However, structure noise is 

spatially constant for a period of time, which allows for easy corrections in the images.  

Detector correction is based on using flood and dark images. For example, a 

typical uncorrected 60 kVp image of a chest phantom is illustrated in Figure 1.7a. Dark 

images (also known as offset images) are acquired by acquiring an image with no x-rays 

(or by completely blocking all incident x-rays from reaching the detector with a thick 

lead block). Figure 1.7b displays a sample dark image. Flood images (also known as 

gain images) are acquired by ensuring that there is no object in the path of the x-ray beam 

(Figure 1.7c). The flat field correction algorithm uses dark and flood images to correct 

for detector structured noise. The corrected image Ὅ  is calculated by:1 

Ὅ Ὣ         (1.18) 

where, Ὅ  is the uncorrected x-ray image, Ὅ  is the dark image, Ὅ  is the flood 

image, and Ὣ is the mean gray scale of the denominator. An example of the corrected 

image is in Figure 1.7d. Although it is difficult to realize the difference with the 

uncorrected image in this case, the impact of this correction is important for DE imaging. 

This is because DE logarithmic subtraction plays a large effect on the signal acquired 

from DE imaging, and can amplify the structure noise in the image further. 
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Figure 1.7: An x-ray image acquired at 60 kVp before corrections (a). A dark image 

acquired at 40 kVp with the x-rays blocked with lead (b). A flood image acquired at 60 

kVp (c). A corrected image (d) after flood and dark corrections. 

 

 

1.4. Dual-energy X-ray Imaging 

 

 DE imaging techniques have been developed to improve diagnostic imaging by 

enhancing the image quality of radiographs. Its advantage over single energy (SE) 

radiography is the removal of anatomical noise thus enhancing tumor visualizations.12,13 

DE images are produced by acquiring a low energy (LE) and high energy (HE) image 

and combining the two in order to cancel a specific tissue type. A variety of different 

methodologies for DE imaging have been established such as simple logarithmic 
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subtraction, decomposition of basis materials, single exposure, double exposure, single 

source, and double source. 

 

1.4.1. Simple Logarithmic Subtraction 

 

 The simple logarithmic subtraction (SLS) technique is based on the x-ray 

attenuation passing through bone and soft-tissue using Beerôs Law for both LE and HE 

beams as in Figure A.1 in the Appendix. Given a patient with soft-tissue thickness (t) 

and bone thickness (b), the equation for Beerôs Law with an initial x-ray intensity Ὅ  and 

Ὅ  for both LE and HE beams is given by Eq.(A.1) and Eq.(A.2). The Beerôs Law 

equations are then manipulated by taking the logarithm of both sides. The last step in the 

technique is the subtraction of the LE and HE image while introducing a weighting factor 

ɤ for tissue cancellation. A soft-tissue only DE image Ὅ  (with bone suppression) is 

created from Eq(A.24) in the Appendix. Similarly, if a bone only DE image is desired, 

the HE image is subtracted from the LE image, and a soft-tissue cancelling weighting 

factor ‫  given by Eq(A.37) in the Appendix. 

One of the most important parameters in the SLS method is the selection of 

weighting factor value. Theoretically, the weighting factor to cancel bone can be derived 

by setting the terms with bone to 0 as follows: 

ÌÎὍ ÌÎὍ ‘ὸ ‘ὦ ‫ÌÎὍ ‘ὸ ‘ὦ    (1.19) 

π  ‘ὦ ὦ       (1.20)‘‫ 

solving for gives the same result as Eq(A.7) in the Appendix. Likewise, the same can ‫ 

be applied to calculate the theoretical weighting factor to cancel soft-tissue: 
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ÌÎὍ ÌÎὍ ‘ὸ ‘ὦ ‫ ÌÎὍ ‘ὸ ‘ὦ    (1.21) 

π  ‘ὸ ὸ       (1.22)‘‫ 

Which gives the same expression for ‫  as Eq(A.40) in the Appendix. 

Although this technique is very simple and straight-forward, there are some 

drawbacks. The weighting factors used in the subtraction are constant across the entire 

image. This may lead to an incomplete suppression of the specific tissue for different 

thicknesses across the image. This is largely caused by beam hardening effects, where the 

LE and HE beams experience different attenuation in regions of non-uniform tissue 

thicknesses. This means that one weighting factor value that can fully cancel the tissue of 

a specific thickness in one pixel, will not be able to cancel the tissue of a different 

thickness in another pixel. It is important to note that the derivation of weighting factor 

here is different than those in the Appendix. 

 

1.4.2. Decomposition of Basis Materials 

 

 The idea of image decomposition was first proposed by Alvarez et al in 1976, 

where attenuation coefficients were decomposed into Compton scatter and photoelectric 

constituents.14 This technique has been used to identify the density and atomic make up 

of several different compounds. This is achieved via a basis material decomposition in 

the projection domain (before CT reconstruction) while also generating a linear 

combination of density maps of these materials in the image domain (after CT 

reconstruction). When decomposing into Compton scatter and photoelectric components, 

two basis materials are used where one has a low Z to approximate the Compton scatter, 
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and the other has a high Z for the photoelectric part. A study by Li et al used acrylic and 

aluminum as their low Z and high Z materials to replicate what would be a similar 

response from soft-tissue and bone.15  Due to differences in attenuation between basis 

materials A and B, Beerôs Law for LE and HE monoenergetic projections (as per Figure 

A.1 from the Appendix) are manipulated and written as linear combinations:15 

ÌÎ  ‘ὸ ‘ὸ       (1.23) 

ÌÎ  ‘ὸ ‘ὸ          (1.24) 

where the thicknesses ὸ and ὸ can be calculated via a matrix inversion:15 

ὸ
ὸ

‘ ‘

‘ ‘

ÌÎ

ÌÎ
      (1.25) 

However, x-ray measurements are acquired from polyenergetic spectra. For realistic LE 

and HE polyenergetic case Ὓ Ὁ and Ὓ Ὁ, Beerôs Law is now written as:15 

ÌÎ  ᷿Ὓ Ὁ ‘ὸ ‘ὸὨὉ      (1.26) 

ÌÎ  ᷿Ὓ Ὁ ‘ὸ ‘ὸὨὉ      (1.27) 

Unfortunately, this makes it more difficult to isolate and solve for ὸ and ὸ analytically. 

An approximate solution was developed by Cardinal et al which involves a calibration of 

experimentally determined decomposition parameters.16 Calibration is carried out using a 

step phantom with known thicknesses of the two basis materials overlapped orthogonally. 

Decomposition parameters are acquired on a pixel-by-pixel basis, therefore the 

thicknesses ὸ and ὸ are calculated for each pixel, producing a pair of basis material 

decomposed projections. Once the equivalent thickness of basis materials A and B are 



29 
 

calculated, they can be used as pixel-based weighting factors to generate virtual 

monoenergetic projections as follows: 

‘᷿ὉὨί ‘ὸ ‘ὸ       (1.28) 

which represents the radiological path length for a monoenergetic energy E of a given 

pixel.  

 In principle, the benefits of applying the decomposition technique are the removal 

of beam hardening artifacts caused by metal implants, photon starvation, and other 

spectral effects.15,17 A drawback of this technique is the need to determine numerous 

decomposition parameters for realistic polyenergetic LE and HE beams in order to 

calculate equivalent thicknesses. 

 

1.4.3. Single Exposure DE 

 

 Single Exposure DE imaging is achieved by irradiating two detector plates at the 

same time with a single energy.12,18 The x-ray beam interacts with the first detector plate, 

producing an LE image. Between the two phosphor plates is a copper filter, which 

hardens the beam by filtering low energy photons. Therefore, the hardened beam interacts 

with the second detector plate, producing the HE image as in Figure 1.8.  

 



30 
 

 

Figure 1.8: A single exposure DE acquires both LE and HE images via a copper filter. 

 

This technique may then employ the SLS algorithm to generate the actual DE 

image. The advantage of the single exposure technique is the acquisition of both LE and 

HE images simultaneously thus effectively removing patient motion artifacts between 

two acquisitions. The major drawback of this technique is that the images generally have 

a low SNR.19 The reduction in SNR is caused by the HE image, where the first phosphor 

plate and copper plate attenuated some of the photons, thus causing a reduction in signal 

and an increase in noise. Another drawback is the limited energy spectra separation. 

Unlike the double exposure technique (below), the spectral separation between LE and 

HE is achieved only by the copper filter and not by using two low and high kVps. Single 

exposure DE images may be improved via a noise reduction algorithm, or signal 
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amplification of the HE image. In general, single exposure DE images are used as 

complementary information with the SE images for diagnostic purposes. 

 

1.4.4. Double Exposure DE 

 

 Double exposure techniques are those which involve the sequential acquisition of 

LE and HE images at low and high energies, e.g. 60 kVp and 120 kVp.19 While, two 

separate kVps causes good spectral separation, filters for HE (and sometimes even for 

LE) may be used to further separate the energy spectra.  Double exposure techniques 

have been reported to have an improved SNR compared to single exposure techniques. 

One of the main drawbacks to this technique is the possibility of misregistration artifacts 

in the DE images due to patient motion. Generally, there is a very short acquisition time 

between LE and HE images (ͯρυπςππ ms). However, in some cases such as cardiac 

motion, this is still enough time for variations in patient motion to cause misalignments.20 

These motion artifacts are commonly seen as black and white streaks caused by 

anatomical structure misalignment. The degree of patient motion can be crucial and may 

lead to an improper detection of calcified nodules.21 

 

1.4.5. Single Source DE 

 

 The single source DE technique is used in DE applications of both radiography 

and computed tomography (CT). A single x-ray source quickly alternates kVps between a 

LE and HE setting. For DE-CT this is achieved during a single gantry rotation. However, 
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this means that the mAs has to remain constant throughout the scans.22 Due to differences 

in exposure output between the LE and HE, more exposure time is given to the LE in 

order to enhance CNR. Single source DE imaging with CT has been reported to have 

good temporal registration between the LE and HE images. The limitation of this 

technique are potential spectral overlaps as well as the inability to modify the tube 

parameters of the LE and HE beams separately.22 Compared to the double source DE 

method (below), the single source tends to have a reduced temporal coherence and lower 

dose efficiency.23 

 

1.4.6. Double Source DE 

 

 Double source DE has been implemented in DE-CT imaging. The double source 

scanner has two detector arrays that interact with the two x-ray sources which are offset 

from each other by 90o as in Figure 1.9. These detectors acquire sets of LE and HE 

images at the same time. The benefit of having more than one x-ray source is more mAs 

and beam filtration optimization to achieve a better quality image.22 
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Figure 1.9: A double source DE system in CT acquires LE and HE images that are 

orthogonal to each other. 

 

A limitation to this technique is that the projection data acquired is in a double-helix 

geometry, where the two source trajectories are out of phase by 90o. This means that the 

projections for the LE image and HE image do not coincide, thus causing difficulties in 

DE generation in the image domain.24 Additionally there can be cross-scatter radiation 

between the two detectors which needs to be corrected for.25 
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1.4.7. Noise Reduction Algorithms 

 

 Although DE is an excellent technique in removing anatomical noise and 

improving lesion visualization, it has a drawback in terms of noise amplification. The 

common SLS technique tends to amplify quantum noise in the generated DE image.26 

This is caused by noise propagation in the logarithmic subtraction, which makes the noise 

more exaggerated. To reduce the noise in the resultant DE image, different noise 

reduction algorithms have been developed to improve image quality.  

 The simple smoothing of the high energy image (SSH) is a linear algorithm which 

applies a low-pass filter (LPF) to the HE image since it is the main contributor of 

quantum noise.27  The HE image contributes more quantum noise because it requires 

fewer quanta to interact with the detector to produce a sufficient signal. Therefore, based 

on Poisson statistics for noise, there are less photons interacting in the HE image, and 

thus more noise. This is supported by Figure 1.5, where for higher energies, less x-rays 

interact with the detector, but a sufficient amount of energy is still able to be absorbed 

and converted into signal. The application of the LPF to the HE image modifies the SLS 

equation to:26  

ÌÎὍ Ὤ ÌzÎὍ ‫ÌÎ Ὅ      (1.29) 

where Ὤ  is the low-pass filter which is convolved with the logarithm of the HE image. 

 Another technique used to minimize the amount of noise in the DE image is the 

use of an anti-correlated noise reduction (ACNR) algorithm.28-30 Figure 1.10 is a flow 

chart of the ACNR algorithm. 
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Figure 1.10: Flowchart for the ACNR algorithm. 
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This technique exploits the fact that the quantum noise in the soft-tissue-only and bone-

only images are anti-correlated.26 The ACNR algorithm applies a high-pass filter (HPF) 

to the complementary DE image. The complementary image to the soft-tissue-only image 

would be the bone-only image and vice versa. The HPF suppresses all of the low 

frequency information (i.e. anatomical structures) in the complementary image, leaving 

only quantum noise and some residual edge artifacts. This filtered complementary noise 

image is added to the DE image by applying a separate weighting factor ‫ :26 

Ὅ ‫ Ὤ Ὅz Ὅ       (1.30) 

where Ὤ  is the high-pass filter, and Ὅ  is the complementary DE image. Adding noise 

of the complimentary image to the DE image effectively reduces noise since noise is anti-

correlated. A comparison between a DE image without noise correction and with 

correction is illustrated in Figure 1.11. 

 

 

Figure 1.11: A DE image without any noise reduction applied (a). The same DE image 

after an ACNR algorithm has been applied (b). 

 


