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Abstract

This thesignvestigateshe developmerdand implementationf a novel patient specific
pixel-based weighting factor algorithm for diextergy xray imaging. The first chapter
of this thesis is an introduction on the components ofayxmagingsystem,
generation of spectra, imaging components,-énargy, and radiotherapy. The second
chapter is a manuscript submitted to the Medical Physics journal outlining the
development of the algorithm and the generation of its-eo@tgy images. This chiap
presents and discusgege improvementsf dualenergy images generated by the novel
algorithmin comparison tahe conventioal technique. This chapter alderives and
validates the theoretical underlying analytical expresdignshich variousmaging
parameters such as polyenergetic spectra, scatter, and detector raffipohiee
weighting factor. The thirdnd finalchaptersummarizes the accomplishments of the

thesis goals andiscussesariousfuture avenuedor further research.
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Chapter 1: Introduction

Many medicaldiagnostic imaging systems are basédhe production of
different kinds of electromagnetic radiation (EM). Forms of EM radiation include radio
waves, visible light, xrays, and gamma rays. EM radiation exhibit characteristics similar
to both a wave and discrete particle. Different EM radiation have different wavelengths
and frequencies, which are inversely proportional to one another since the speed of EM
radiation is uniform in a medium. The partitilee behaviour comes from discrete
packets (quanjaof energy called photons. The energy of a photon is given in eV, which
is the energy of an electron as it accelerates through a potential difference of one volt in a
vacuum.

X-rays argrobably the mostommon form of EM radiation used in diagnostic
imagi ng. 1t is classified as ionizing radiat
sufficient enaigh to remove electrons from atom Most x-rays are produced when an
electron with high kinetic energy interacts with a material and transfers its entergye
form of EM radiation.

In this chaptg the components on anray imaging systerare described
followed by interactias of xrays with matter. Neximaging concepts, du&nergy (DE)
imaging techniques and their role in radiotherapy applicatiomsliscussed.astly, the

research goals of this thesige outlined



1.1.X-ray Imaging System

X-ray imaging systems are comprised of both thayxtube whichproduces-
rays, and the detector whicheates an image frothe flux of photonsncidenton it after
passing through the patie@everal parameters and phenomena affect the output of x

rays from the tube as well as the detection of photons when they reach the detector.

1.1.1. X-ray Tube

The typical xray tubeis compried of a cathode, an anqdjiass window, and a

vacuum tube, in which a large electric potential difference is applied between the

electrodes to acceleratee electronsis perFigure 1.1.



Vacuum tube
Rotating anode

Cathode -

Glass window

X-rays

Figure 1.1: Schematic of a generairay tube.

An x-ray generator allows for the selextiof various parameters such as tube
current, tube voltage, and exposure time. The tube voltage governs the range of energies
for the xrays, where the peak kilovoltage (kVp) is the maximum voltage. Varying the
tube current (mA) has an effect on the nuntifeslectrons that travel across theay
tube from the cathode to the anode. The exposure time controls how long the tube is
producing electrons. The product of the tube current and exposure time is commonly used
as a single quantity known as the mAs.

The cathode is a negatively charged electrode, which typically includes a tungsten
filament. The cathode produces electrons through thermionic emission when a voltage is
applied. The anode is positively charged, and therefore attracts the electrorfsefrom t
cathode when a voltage is applied between them. Embedded inside thésarsagdly a

tungsten target, on twhich the electrons impinge obpon collision, the majority of



kinetic energy from the electrons produces heatatsumall fraction (~1%) isonverted

to bremsstrahlung radiation.

1.1.2. Bremsstrahlung Radiation

Whenaccelerate@lectrondravel inclose proximity to the positively charged
nucleus of an atom, coulombic forces decelerate the electron. As the electron slows

down, the kinetic energgilost and converted interay photons. The production of

bremsstrahlung-xays per atons proportional te—, whereZ is the atomic number of

the material andhis the mass of the incident partiéle.

The bremsstrahlung spectrusma plot ofthe relative xray intensity as a function
of photon energy. An unfiltered bremsstrahlung spectrum demonstrates an inverse linear
relation, where the relative intensity decreases as the photon energy increasethéVh
bremsstrahlung spectrum is filtered, there is an increase in relative intensity up to about
one third of the maximum energ@the effective energyand then a gradual decrease in

relative intensity after.

1.1.3. Simulation of Spectra

Simulations can based to generatenay spectralhe Spektr toolkit was
developed for research purposes in diagnostic imagigrly versions of this software
could compute xay spectra based on a method call&$SMIPS (tungsten anode

spectral model using interpolating polynomials). TASMIPS simulates spectra



(photons/mrymAs at 100 cm from the source) in 1 keV energy bins in a diagnostic

range of 30 to 140 kVpP The sctra produce arebasedff measured constant potential

x-ray spectra published/d~ewell et af® The software was developed to not only

generate and plotpay spectra, but also calculate wars characteristics of theray

beam such as exposuha|f value layerlVL defined below)mean energy, etc. Spektr

is capable of producingpay spectra while varying different input parameters such as

choice of tube voltage, totAluminum (Al) filtration, and % kV ripple. Additionally, the

software is able to take a generated spectrum and filter it further by a specific thickness of

a compound or element. Information regarding the mass attenuation coefficients and

densities of available compounds atements are supplied from the National Institute of

Standards and Technology (NISAhich arethenbicubicinterpolated to 1 keV bir.
Improvements in the Spektr toolkit were iraplented by Punnoose efalhey

developed a newer method of producingay spectra with a better energy resolution

than TASMIPS. The newer version calculatesy spectra based on the tungsten anode

spectral model using interpolating cubic sp (TASMICS). In addition to an

improvement on energy resolution, TASMICS also avoids systematic measurement errors

that could be caused from charge pile up @edtronic noisé The updated Spektr

toolkit also allavs for a greater range of beam energies from 20 to 150 kVp. The

TASMICS model has a default inherent filtration of 1.6 mm Al, which matches the

inherent filtration of TASMIP. A comparison between aray spectrum at 140 kVp with

3.4 mm Al of total filtraton is providedin Figure 1.2
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Figure 1.2: X-ray spectra from Spektr3.0 using both the TASMIC and TASMIP
method for calculation.

The TASMIP spectrum is less smooth and fluctuates greatly in the higher energy
range compared to the TASMIC spectrumdaidnally, the fluence of the characteristic
peaks in the TASMIP spectrum aaemewhahigher than the TASMIC peaks and
slightly shifted to a higher energy.

There are some limitations to the Spektr software. Both TASMIP and TASMICS
generate spectra usiagungsten anode, meaning that simulations for mammography
may not be correct since those systems may have molybdenum or rhodium anodes.
Moreover, smulationsof realistic patient geometry asdattercannotbe generateah

Spektr.This can be problematlecause the realistic spectrum producing the image when



incident on the detector includes scatter from the various components on the beam path
including the patient.

Monte Carlo(MC) software is another simulation technigueich could baused
to generate-ray spectra. One of the mtcommonMC codes used is EGSnrc (electron
gamma shower)EGSnrc is capable of modeling the exact source and detector geometry
as well as patient anatomy, to give more realistic reditd.of this code includdke
BEAMnNrc package which allows modelindthe radiation source (e.g. theaay tube)
andphoton and electron transportation through matter. Additionally, BEAMnrc is able to
estimate radiation delivered to a patient via theSX®Znrc component. EGSnrc is able
to incorporate realistic imaging effects that Spektr is unable to model such as patient
scatter Although not trivial to implement, in principldC could also be used to model
the image formation by thenay detector.

Although MC is a powerful tool for simulation, it also has drawbacks. Results
from MC simulation can be accurate, but the quality of its outputs depends heavily on the
guality of its inputs. In order to produce the best resultgye¢loenetry and detailed
material specificationf the xray imaging system need to be used as input. Due to
proprietary reasons, information on the exact geometry of-thg tube, detector, and
other parts of the system may not be available to the reseakctogher problem with
MC simulation is that it can run very slowly depending on the task. For some research
purposes, the MC simulatigime canrangefrom hours to days and sometime even more.
Additionally, the efficiency of MC depends on the specifications oatlaglable
computation powemMC simulations may require a cluster of computers with substantial

memory storing capabilities. The cost of implementing a cluster of computers can



become veryigh, whereas other simulation tools such pel&r can be downloadeoh a

single computer with a quick simulation time.

1.1.4. Half Value Layer

The output of anxay tube is not monenergetic to quantifyts energy with a
single value. HVLs a simple practical method ¢mantify thequality of the beamn
terms of its energyThe HVLis defined as the amount of filtaraterialrequired (often
measured in mm Al) to reduce the intensity of the beam to half of its initial amount.
When xray spectra have higher energies, a thicker HVL is required to reduce the output
by half.

For diagnosic imaging he HVL of a spectrum is measured under the conditions
of narrowbeam geometrwhich meanshat scattered photons are excluded from
measurement bgollimating the beamThe HVLIis related to material attenuation and

thus can bexpressed as:
Owld — (1.2)

wheremis the linear attenuation coefficient of the filter material.

Spektr is capable of estimating the HVLao§ivenspectrumThe software takes
input parameters such as theay energy spectrum, numba&rHVLs to calculate, and
the atomic number of the filtenaterial The spectrum is simulatetthenquanta per

exposure is calculated as follafis

-0

(1.2



wherels is the photon fluence—— , @is the exposurénR), — is the mass

energy absorption coefficient for air, and E is the energy. Toolede the total exposure,
Eq(1.2) is inverted and integrated over the entire energy rdnge

YE 0@ €1 @Y Q — 0B 0QO 1.3
Once the total exposure calculated, the Spektr code calculates the HVL of the material
needed to reduce the exposure Byrmm. By matching the measured HVL vs Spektr
calculated HVL from simulated spectraray tube can be modeled in Spek.
comparison of matching Speldimulated HVLs to the measured valfiesan ExacTrac

(Brainlab AG, Germanyx-ray tube is demonstrated fiigure 1.3 To obtain this match,

the total Al filtration in Spektr was set to 3.3 mm.
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Figure 1.3 Comparison of Spektr simulated HVLs with reesed HVLs(without
couch)from ExacTrac fotheenergy range 60 to 13&/p.

Results fronFigure 1.3clearly show an excellent agreement in matching Spektr

simulated HVLs to realistic HVLs measured with a real imaging system.

1.1.5. X-ray Detector

Aside fromthe xray tube, which is the main source of theay photons, the
other important componenf the imaging system is the detectdnich creates an image

afterphotons pass throughpatient. Mostormer x-ray imaging systems used a screen
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film techniqueto createthe radiographic images. Todagpst commonly aigital
approach to xay imaging has been developed and implemented, and a handful of the
imaging detectors used are flat panel deteetatisthin-film transistor (TFT) array Flat
panel TFT detetors consist of arrays of numerous individual detector elements called
dexels! Inside each dexel both a light sensitiwhere signal is collected) atfight
insensitive(whereelectronic componestexist)regionexist The TFTarray haghree
different connections called the gate, source and drain. Also, within the electronics is a
charge collecting electrode whistoresthe charge generated by the deposition of
incidentphotonenergies across the dexel. Aftee tihetector is exposed to radiation, the
TFT is activated and one by one, each gate line to every dexel opens allowing charge to
flow to the drain linewvhich isfollowed by a charge amplifier. These amplifiers convert
the charge to a voltage which is digéd to produce a gray scat@lue for each dexel
TheTFTs can be either of twkinds direct or indirectsillustratedin Figure 1.4
An indirect TFT uses a scintillat@Figure 1.4a) to convert the xays to light. The
scintillator is placed on the frosurface of the flat panel array so thatys interacfirst
with the scintillator Common scintillator materials used in radiography are Csl and
G®0>S. Somescintillating materiatan begrown in columngorming alight guide for
the light photons toeduce the laterapread. Once thepay photons interact with the
scintillator, light photongre produced and interact with a photodiode. The photodiode
(not shown irFigure 1.49 converts the light photons into a charge which is stored in the
charge ctiecting electrodeAlthoughthe crystal structure of the scintillator helps
facilitate the flow of light photonghelaterallight spreadcauses a reduction gpatial

resolution.
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A direct TFT generally usesmorphous selenium-&e)as asemiconductor
(Figure 1.4b) which when irradiated, produces electron ion pairs proportional to the
exposure. The ion pairs follow electric field lines, thus minimizing the amount of lateral
spread. This means that the electronic signal that is detected fronrrayetxdon is
almost fully collected in a single detector element. This focus of collection in one

detector element results in an improvedtsal resolution compared to thelirect TFT.

¥-ray photon X-ray photon

Scintillator (Csl) Semiconductor (a-5¢)

Figure 1.4 Indirect TFT detectionia a scintillator (a). DirectFT detection using a
semiconductor (b):

1.2.X-ray Interactions with Matter

After the xrays in the tube are producei@d bremsstrahlung in the targetost of
themleave the tube and may interact with matter. Theeethree outcomeghena

photonis goingthroughmatter: itmaybe absorbedscattered, openetratavithout any
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interaction The mosusefulresultin diagnostic imaging arabsorption and transmission
of x-rays while scatter is undesirable

The photorinteraction process could Rayleigh scattering, Compton scattering,
photoelectric absorption, or pair production. Rayleigh scattering occurs for very low
energy xrays which are generally attenuated by the tube window and housing. Pair
production interations take place only when theays have an energy greater than 1.02
MeV which is ouside diagnostic range and thust relevant for imagingTlherefore, the
two most important photon interactions in diagnostic imaginpdnotoelectric absorption
and Conpton scatteringTable 1 1illustrates the schematics of these events.

The photoelectric effect happens when an incident photon interacts directly with
bounded electron in an atom, transferring all of its energy to the electron and ejecting it
from itsorbital shell.This could only happenwhénh e i nci dent phot onos
to or greater than the binding energy of the orbital electktiren the electron igjected
from its shell, the atom becomes unstable with a vacancy and an outer shelhalantr
drop down to fill the vacancy. During this process, a characteristig photon is
produced with an energy equivalent to the difference between the two shells involved.
The photoelectrimteractionhighly depends on the atomic number of the niatévaries
with Z%) thus bones (&~ 12.3)have high conaist compared to sefissue (Zf ~ 7.5).°

The Comptonscattering interaction ocalbetween an incident photon and a free
electron. Unlike the photoelectricfe€t, there is not an atomic number dependence.
However, the probability of a Compton interaction depends on the electron density of the
material, which is also propaohal to the physical densitin softtissues, Compton

scattering events take dominarmeer photoelectric interactions for energies greater than
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~25 keV. However, due to the high atomic number of bone, Compton interactions in

bone danotovertake photoelectric events until energies greater-th@rkeV?®

Table 11: x-ray interaction schematics and interaction probabilities for photoelectric
effect and Compton scatter.

Interaction Schematic Dependence

® bhotoelectron|

P ) characteristic

a) Photoelectric] V'V -ray T,
effect LI
e @
o. %
scattered
® klectron
AN\
scattered
b) Compton "o m g om
P X-ray -
scatter
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1.3.Components of Image Quality

1.3.1. Noise

In diagnostiamaging, noise degrades the image quality limiting the ability to
visualize anatomyThere arevarious kinds of noise whicérise from different sources
and ae unwanted in the imagEortunately there have been algorithms and techniques
developed to reduce the noise as much as possible in an image.

Quantum noise is directly related to theay tube output of an imaging system.
Finite number ophotons inteact in thedetector, thushie severity of quantum noise in an
image is dependent on thamberof thesephotongsthatform the image. Thdistribution
of quana follows Poisson statistics where tinemberof incidentx-rays petunit (or
pixel) aeacan beeported For Nincident quanta on a pixeghe noise per pixel is
given byt

. W0 (1.4
The amount of noise relative to the actuaidentquanta is:
YQo b QROQQ (1.5
Another important metric used to quantify the strength of the signal relative to the noise
is the signato-noise ratio (SNR). The SNR is often used as an indicatoswfrhuch
useful informations in an image. The SNR is also theipeocal of the relative noise,

and therefore can be calculated using the following:

YO Y — (1.6)
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The quantum noise in an image can be reduced by increasingrtierof quantae.g
by higher mAs or kVp values

Anotherform of noise stems from the actual patient anatomy, known as
anatomical noiselhis is the anatomy that is not of interest but is present in the image.
Forexamplediagnogng a lung nodulevhich hasoverlaps of rib andther bony

obscuring structuresan be an example of anatomical noise.

1.3.2. Contrast

An important quantity used to measure the image quality of a radiograph is the
contrast. The subject contrast is defined as the differenceain intensity that passes
through a lesion compared to the adjacent tissues. The subject contrast invalyes x
interactions with the patient, but not the detector. Due to the differential attenuation
between different types of tissues in the human body, there will be rrays xha
peretrate through some tissubsn others. The subject contrashigheratlower
energies. This is due to a dominance in the photoelectric effiester energies
especially fotissues with a higheatomic number.

A common measure of image qualisycontrasto-noise ratio (CNR) which
describegontrastn the presence of noise. CN&Rcalculated by taking the average
signal in a region of interest (RQl) and comparing it to the average signal in an ROl in

the backgroundf . Additionally, the noise of the background is calculgtedwhich is

the standard deviation of the signal in the background ROI. The CNR is calculated as:

ooy YL 1.7
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The CNR is used to make a relative comparison between the signal in an nddbe a
noise, which is usefudbr tasks such a$e optimization ofumorcontrast for various

imaging parameters.

1.3.3. Scattered Radiation

In diagnostic imaging, xaysmayinteract and scattein the patient. However,
scattered radiation degrades the image quality by reducing the contrast in the
radiographic imagedhusis undesirable. The main contributor of scattered radiation is
from Compton scatter interactions with stftste. The amount of scattered radiation that
reaches the image receptors depend on various parameters such as the field size and
patient thickness.

The amount of scatter signal detected in an image can be quantified by comparing
it to the amount of primarsadiation. This is described by the scatteprimary ratio

SPR!

YO 'Y - (1.9
whereSis the scatter signal aftlis the primary signal. The scatter fractiems defined
by:!

0 — (1.9
which indicates how much scatter contributes to the sigakl detected.

The inclusion of xray scatter is inevitable when imaging a patient. However,

there have been techniques and equipment developed in order to hedaoetnt of

scatter contributioto the primary signal. Collimatorsay beused to redug scatter from
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an xray beam by reducing the area of exposure. Collimators are made of high atomic
numbematerials such as leaol block xrays outsidehefield of view (FOV) Another
technique used is the implementatioraddrge ar gapbetween the gent and themage
receptor. Due to theéivergence othescattered photons, the detection of scattered
radiation with the image receptor decreases due to photons missing the @eézctor

The most common method fogducingscatter is the use of argtatter gridsAn
anti-scatter grid i€n array of narrow parallel bars of a material thatreadilyattenuate
x-rays such as lead@heyare designed to allow the primary photons to pass through the
slits and absorb scattered radiation that travel iffereint direction from the primary

beam.

1.3.4. Detective Quantum Efficiency Vs. Absorption Efficiency

The detective quantum efficiency (DQB is another imaging metric which is
used to describe the overall frequemti®pendent SNR performance of the imggin
system wheref is the frequencyAt zero frequencyDQE is reduced to quantum
detection efficiency (QDE), i.¢., which describes the efficiency of the detedatothe
detection oincidentx-rays. For a monoenergetic beam:

ovar | p Q (1.10
where' ando are the linear attenuaticoefficient and the thickness of the detector

material.ln general, is a function of energy as it dependstib@energy dependant .
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1.3.5. Detector Modeling

Using the concepts described above the pixel value read by the detector may be

modeled.Theaverage xay spectral distributioy ‘O incident on the detect@units
photons/mrymAs at 100 cnin Spekt) after passinghrough some material (e.g. a
patient) is giveras®

RO 1 O°YOp {©O (1.11)
where,j O is the initial xray beam before attenuatiéiv,O is the transmission of
N ‘O spectrum after interaction withematerial, and (E) is the scatteto-primary ratio
of the rays reaching the detector. In the ca$ere almost albcattered radiation is
corrected, the sti@r-to-primary can be T, thus the previous equatiasimplified ta

no n O"YO (1.12

When the spectrum interacts with an endrgggrating detector, the average binned

pixel valueQread by the detector iscorded as®

Q Q9 RO OO0 0QO (2.13
whereQis a proportionality constan, is the area of the binnguixel,| O is the
detector quantum efficiency, af@ ‘O is the average energy absorbethi@ binned
pixel per interacting photoithe averge energy absorbesl calculated based on the
assumption that there is a partial reabsorptiorhafacteristigphotors which caises half
of the energy to escape aeavhile the other half is reabsorbékherefore, the average
energy absorbed in the binnpikel per interacting photon #$:

OO0 O O O 0 O¥ ©O O OI (1.19
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where,O O is the energy absorbed in the deteetathe interactionite, andOis the
incidentphoton energyThe energy absorb&d 'O at the interaction site per incident

photon with energy Ean be described a5:

0O 0 O—— (1.19
where’ 'O and' O are the energy absorption and linear attenuation coefficients
respectively The product of ‘O andO O isgiven by:

' 0O 00O (1.16
The detector quantum efficiencyO , and average absorbed energy per

interacting photof©® ‘O for a Csl detector of thickness 0.021,@nd their producare

plotted inFigure 1.5.
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Figure 1.5: Detective quantum efficiency and average energy absorbed within th
pixel per interaction for Csl. The product of both teimalso displayed in the

magenta.

At low energies, e detector quantum effency is close to unityindicating that

essentially all lower energyhaons interact with the detector and absorbed within the

pixel. At higher energies photons are more likely to transmit through the detector. The

large fluctuation is due tihve CsK-edge(at 36 keV) and | Kedge (at 33 keV)ndicating

that there is a large increase in photon interastinove the binding energy of Cs and |

The average energy absorbed per interaction is small for photons with lower erergies

increases with energgince higher energy photons widleasanore energetic electrons
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deposiing more energy. Except for the&dge] O decreasewhile O O increassas
the energy increases. The product of the two variables gi curve that is relatively
constant with energy. This described the coarse approximation that the majority of energy
absorbed is around the averagergy of the spectrum.
Modeling pixel value for an energy integrating detector requires a knowledge of
polyenergetic xay spectra incident on thetgctorand the energy dependanandO
terms. However, an approximation may be used in simglescd his approximation
involves finding a single energy averaggedndO . Assuming th¢ andO terms are

constant over the energy range, the pixel value is:
Q QpO_. noQo0 (2.17
A comparison between the originntegral equation and the approximated version is

illustrated inFigure 1.6.
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Figure 1.6: A comparison between the value read by the detector using the
approximation and integral forms for an energy range up to 140 keV.

For the first half of energyalues, below ~70 keV the detector values for the
approximation and integral are nearly identical. However, at the higher energies > 70
keV, the approximation method overestimated theatleteeadingThis may be because
the| values become very small at higher energies which would make the detector

reading lower for the integral.

1.3.6. Flat Field Correction Algorithm

In flat panel detectorsa number of parallel channelse usedor reading out

detectorarray elements. Eacli these channels use amplifier circuits which may not be
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perfectly tuned to neighbouring channels. These variations in channel amplifications can

cause the detector elements to be read with a different offset noise and gain characteristic,

causingdetectordependanstructure noise in the image. However, structure noise is

spatially constant for a period of time, which allows for easy corrections in the images.
Detectorcorrectionis based on usinipod and dark images. For example, a

typical uncorrecte®0 kVp imageof a chest phantons illustrated inFigure 1.7a. Dark

images (also known as offset images) are acquiretttpyiring an image with norays

(or bycompletely blocking all incident-rays from reaching the detectweith a thick

leadblock). Figure 1.7b displays a sample dark imageélood images (also known as

gain images) are acquired by ensuring that there is no object in the path -oayhieeam

(Figure 1.7¢). The flat field correction algorithrases dark and floothagesto correct

for detectorstructured noise. Theorrected imagéO is calculated by
O - (1.18
where,O is theuncorrectek-ray image,O is the dark imageQ s the flood

image, andQis the mean gray scale of the denominatorexample of the corrected
image isin Figure 1.7d. Although it is difficultto realizethe differencewith the
uncorrected image in this caske impact of this corrdon is important for DE imaging.
This is because DE logarithmic subtraction plays a large effect on the signal acquired

from DE imaging, and can amplify the structure noise in tregefurther.
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Figure 1.7: An x-ray imageacquired at 60 kVp before corrections (a). A dark imagt
acquired at 40 kVpvith the xrays blocked with leab). A flood image acquired at 6!
kVp (c). A corrected image (d) aftdood and dark corrections.

1.4.Dual-energy X-ray Imaging

DE imaging techniques have been developed to improve diagnostic imaging by
enhancing the image quality of radiographs. Its advantage over single EBE)gy
radiography is the removal of anatomical noise thus enhancing tumor visuatzation
DE images are produced by acquiring a low energy (LE) and high energy (HE) image
and combining the two in order to cancel a specific tissue type. A variety of different

methodologies for DEmaging have been established saskimple logarithmic
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subtractiondecomposition of basis materials, single exposure, double exposure, single

source, and double source.

1.4.1. Simple Logarithmic Subtraction

The simple logarithmic subtraction (SLS) techniigieased orthe x-ray
attenuatiorpassing through bone and sbfisueu s i ng Beer 6 s Law for ©boc
beams as ifrigure A.1 in the Appendix.Given a patient with sotissue thickness (t)
and bone thickness (b)), t hiax-raygnteasityOamd f or B
‘O for both LEand HE beams is given by Eq.(A.1) and Eq.(AR2h e Beer 6 s Law
eqguations are then manipulated by nakihe logarithm of both sideghe last step in the
technique is the subtraction of the LE andiriage while introducing a weighting factor
¥ for ti ssue -tsaue cnly DE imagd owith bore supredsion) is
created from Eq(A.24) in theppendix.Similarly, if a bone only DE image is desired,
the HE image is subtracted from the image, and a softssue cancelling weighting
factor] given by Eq(A.37) in the ppendix.

One of the most important parameters in the SLS method is the selection of
weighting factor value. Theoretically, the weighting factor to cancel bone aderived
by setting the terms with bone to 0 as follows:

I 10 I TO o 11T o D (1.19

AR (1.20
solving for] gives the same result &g|(A.7) in the Aopendix.Likewise, the same can

be appliedo calculate the theoretical weighting factor to canceltsssdtie:
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I To ijitTo o6 ‘071 1T “o (1.22)
m ‘01 ‘0 (1.22
Which gives the same expressionjforas Eq(A.40) in the ppendix.

Although this technique is very simple and straifgimvard, there are some
drawbacks. The weighting factors used in the subtraction astacracross the entire
image. This may lead to an incomplete suppression of the specific tissue for different
thicknesses across the image. This is largely caused by beam hardening effects, where the
LE and HE beams experience different attenuation ilmmegf noRruniform tissue
thicknesses. This means that one weighting factor valuedahéilly cancel the tissue of
a specific thickness in one pix&lill not be able tacancelthe tissue of a different
thickness in another pixdt.is important to nte that the derivation of weighting facto

here is different than those the Appendix.

1.4.2. Decomposition of Basis Materials

The idea of image decomposition was first proposed by Ahatralain 1976
where attenuation coefficients were decomposed intopg@an scatter and photoelectric
constituent$? This technique has been used to identify the density and atomic make up
of several differentompounds. This is achieved via a basis material decomposition in
the projetion domain(before CT reconstructionyhile also generating a linear
combination of density maps of these materials in the image dd¢aisanCT
reconstruction)When decomposing into Compton scatter and photoelectric components,

two basis materials atesed where one has a low Z tgegximate the Compton scatter
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and the other has a high @rfthe photoelectric parf study by Liet alused acrylic and

aluminum as their low Z and high Z materials to replicate what would be a similar

response frm softtissue and bon® Due to differences in attenuation between basis
materials A and B, Beer 6s Law (hspefigur& and H

A.1 from the Appendix)are manipulated and written as linear comboregt®

I 1T— o0 ‘o (1.23

1 T— o0 0 (1.29

5 . . (1.2

However, xray measurements are acquired from polyenergetic spEotirealisticLE

and HE polyenergetcase’y O andY O, Beer6s Law X s now writH
IT— _°Yo o *00Q0 (1.26
17— _Yyo *o *060QO0 (2.27

Unfortunately, this makes it more difficult to isolate and solvedfando analytically.

An approximate solution was developed by Cardatall which involves a calibration of
experimentally determined decompogitisarameter& Calibration is carried out using a

step phantom with known thicknesses of the two basis materials overlapped orthogonally.
Decomposition parameters are acquired on abyglixel basis, therefore ¢h

thicknesse® ando are calculated for each pixel, producing a pair of basis material

decomposed projections. Once the equivalent thickness of basis materials A and B are
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calculated, they can be used as pba@&bed weighting factors to generate virtual
moncerergetic projections as follows:

S oQi o o (1.28
which represents the radiological path length for a monoenergetic energy E of a given
pixel.

In principle, the benefits of applying the decomposition technigri¢harremoval
of beam hardening artifacts caused by metal implants, photon starvationhand ot
spectral effect$>!’ A drawbackof this technique is the need to determine numerous
decomposition paranters forrealistic polyenergetitE and HEbeamsn order to

calculate equivalent thicknesses.

1.4.3. Single Exposure DE

Single Exposure DE imaging is achieved by irradiating detectorplates at the
sametime with a single energ}?*®The xray beam interacts with the firdetectorplate,
producing an LE image. Between the two phosphor plates is a copper filter, which
hardens the beam by filtering low energy photons. Therefore, the hardeneohtezants

with the secondletectorplate, producing the HE image asHigure 1.8.
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Figure 1.8: A single exposure DE acquires both LE and HE images via a copper 1

This techniguenay then employhe SLSalgorithm togenerag the actual DE
image.The advantage dhesingle exposure technique is the acquisition of both LE and
HE images simultaneously thus effectively removing patient motion astfativeen
two acquisitionsThe majordrawbackof thistechnique is that the images generally have
alow SNR'® The reduction irBNRis caused bthe HE image, where the first phosphor
plate and copper plate attenuated some of the photons, thus causing a reduction in signal
and anincrease in noiséAnother drawbacks the limited energy spectra separation.
Unlike the double exposure technique (below), the spectral separation between LE and
HE is achieved onlpy the ceper filter and not by using two low and high kVB#gle

exposure DE images may be improved viese reduction algorithm, or signal
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amplification of the HE image. In general, single exposure DE images are used as

complementary information with ti&Eimages for diagnostic purposes.

1.4.4. Double Exposure DE

Double exposure techniques are those whighlire the sequential acquisition of
LE and HE images #&w and high energies, e.§0kVp and 120 kVp® While, two
separate kVps causes good spectral separation, filters for HE (and sometimes even for
LE) may be usg to further separate the energy specbauble exposure techniques
have been reported to have an improved SNR compared to single rexigasuniques
One of the maidlrawbackdo this techniques the possibility of misregistration artifacts
in the DE magedue to patient motiarGenerally, there is a very short acquisition time
between LE and HE images@g v ¢ 11 ms). Howeverin somecasesuch as cardiac
motion, thisis still enough time for variations in patient motikoncause misalignments
These motion artifacts are commonly seen as black and white streaks caused by
anatomical structure misalignment. The degree of patient motion can be crucial and may

lead to an improper detection of calcifiecintes??

1.4.5. Single Source DE

The single source DEethnique is used in DE applications of both radiography
andcomputed tomograph§CT). A single xray source quickly alternaté&¥/psbetween a

LE and HE settingFor DECT thisis achievediuring a single gantry rotation. However,
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this means that the mAs has to remain constaintighout the scarfé Due to differences

in exposure output between the LE and HE, more exposure time is givenLie ih

order to enhance CNR. Single source DE imaging with CT has been reported to have
good temporal registration between the LE and HE images. The limitation of this
technique are potential spectral overlaps as well as the inability to modify the tube
parameters of the LE and HE beams separitelompared to the double source DE
method(below), the single source tends to have a reduced temporal coherence and lower

dose efficiency?®

1.4.6. Double Source DE

Double soure DE has been implemented in {0H imaging. The double source
scanner has two detector arrays that interact with the &g Kources which are offset
from each other by 9@s inFigure 1.9. These detectors acquire setdE and HE
images at the same time. The benefit of having more than-tmesource is more mAs

and beam filtration optimization to achieve a better quality irdage.
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Figure 1.9: A double source DE system in C@cmiires LE and HE images that are
orthogonal to each other.
A limitation to this technique is th#tte projection data acquired is in a douléix
geometry, where the two source trajectories are out of phasé€.bjh@means that the
projections forthe LE image and HE image do rmmatincide, thus causing difficulties in
DE generation in the image doma&frAdditionally there can be crossatter radiation

between the two detectors which needs to be correctéd for.
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1.4.7. Noise Reduction Algorithms

Although DE is an excellent technique in removing anatomical noise and
improving lesion visualizationt has a drawbacin terms of noise amplification. The
common SLS technique tends togify quantum noise in the genéed DE image®
This is caused bgoise propagation ithelogarithmicsubtractionwhich makes the noise
more exaggerated. To reduce the noise in the resultant DE image, different nois
reduction algorithms have been developed to improve image quality.

The simple smoothing of the high energy image (SSH)imgear algorithm which
applies a lowpass filter (LPF) to the HE image since it is the main contributor of
quantum noisé’ The HE image contributes more quantaoise because it requires
fewerquanta to interact with the detector to produce a sufficient signal. Therefore, based
on Poisson statistics for noise, there are less photons intgracthe HE image, and
thusmore noiseThis is supported blgigure 1.5, where for higher energies, lessays
interact with the detector, but a sufficient amount of energy is still able to be absorbed
and converted into signalh& application of the LIlPto the HE image modifies the SLS
equation tc*®®

I TO Q ziTo 71 1T0 (1.29
where’Q s the lowpass filterwhichis convolved with the logarithm of the HE ige&

Another technique used to minimize the amount of noise in the DE image is the
use of an antcorrelated noise reduction (ACNR) algoritBf¥° Figure 1.10is aflow

chart d the ACNRalgorithm
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Figure 1.10: Flowchart for the ACNR algorithm.
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This technique exploithe fad that the quantum noise in the stfisueonly and bone
only images are antiorrelatecf® The ACNR algrithm appiesa highpass filter (HPF)
to thecomplementarDE image The complementary image to the siigsueonly image
would be the bonenly image and vice versa. The HPF suppresses all of the low
frequency informatiori.e. anatomical structures) the complementary image, leaving
only guantum noise and some residedde artifactsThis filtered complementamyoise
image is added to the DE imalgg applyinga separate weighting factor :2°

O 1] Q zO0 O (1.30
where’Q s the highpass filter, andO is the complementary DE imag&dding noise
of the complimentary image tbe DE image effectively reduces noise since noise is anti
correlated. A comparison between a DE imag@aevit noise correction and with

correctionis illustrated inFigure 1.11.

Figure 1.11: A DE image without any noise reduction applied (a). The daBenage
after an ACNR algorithm has been applied (b).
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